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Chapter 1

Overview
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1.1 Introduction

The StoneFly Storage Concentrator™ appliance software provides the interface through which a
system administrator can configure and monitor the following:

Logical volume management of all connected storage
iISCSI interfaces that interconnect the host systems with the disk subsystems

Upper level applications that provide an extensive suite of storage management
functionality

System operation and status

FailOver protection

Synchronous mirroring

Snapshots

Asynchronous replication

Volume encryption

Thin provisioning and deduplication

Creating and managing NAS volumes that can be exported to NFS and CIFS clients

Most of these features are visible and can be operated only if the system has the appropriate
license. For details see “Feature Licensing”.

The following sections provide an overview of the StoneFly Storage Concentrator operating system
that is offered in StoneFly’s IP Storage Appliances, as well as StoneFly’s Storage Concentrator
Virtual Machine (SCVM™) a standalone virtual version that is compatible with VMware and Windows
virtual and cloud environments. SCVM™ provides the same exact capabilities and functionalities
available on the StoneFly’s IP Storage Appliances, except that it would be running as a Virtual
Machine on the user’s environment.
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1.2 Conventions

The tables that follow list the conventions used throughout this User’s Guide.

1.2.1 Icons

Icon Type Description
@ Note Special instructions or information
u Warning Risk of system damage or a loss of data
1.2.2 Text Conventions
Convention Description

Boldface word

An action is required.

“Type” or “Enter”

Input the requested information

ENG-114 V 8.0.2.x
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1.3 Storage Technologies

1.3.1 Storage Area Network (SAN)

Storage Area Network (SAN) is a separate and specialized network whose primary purpose is to
transfer data between computer systems and storage elements. A SAN consists primarily of a
communication infrastructure and a management layer. The communication infrastructure provides
physical connections and the management layer organizes the connections, storage elements, and
computer systems so that data transfer is secure and robust.

1.3.2 ISCSI

iSCSI is a protocol that enables the transmission of block-level SCSI data between storage resources
and computers over a standard IP network. iSCSI combines Ethernet-based IP networking with the
SCSI command set.

1.3.3 Network Attached Storage (NAS)

Network Attached Storage (NAS) is a storage technology that allows users to create shared volumes
that can be accessed by one or more users. The difference between iSCSI volumes and NAS volumes
are that NAS volumes (NAS shares) can be accessed by more than one user/server, but iSCSI
volumes in general can only be accessed by one server.

1.3.4 Storage Provisioning

Storage Provisioning is the process of presenting a transparent, uniform, and logical representation
of physical storage resources to storage clients (applications and users). Storage provisioning is
not restricted by the type of storage device or medium, server platform, or connection
methodology. Storage provisioning dynamically maps data from the logical storage space required
by applications to the actual physical storage space.

1.3.5 Continuous Data Protection

Continuous Data Protection is an integrated data recovery solution that replicates not only
files, but also databases and entire applications. An advanced Rewind technology provides a
comprehensive undo capability that allows system administrators to instantly roll back
damaged data resources to a previous, valid state. Because the Rewind is application aware,
it can roll back one transaction at a time until the exact point of data loss.

1.3.6 Active-Active Operations

The StoneFly IP SANs that are built as a cluster such as Voyager DX, Voyager FC Plus, USO-
HA, USO-FC, USS-HA, Voyager WX, USC-HA, UES-HA, UDS-HA, DR365-HA and DR365 Fusion

ENG-114 V 8.0.2.x Copyright StoneFly, Inc. 2017 Page 14



Overview Storage Concentrator User Guide

operate as an Active-Active cluster. Active-Active clustering in not available for standalone
ISC, USO, USS, USC, DR365, Z-Series DR and M-Series DR class of products. In clustered
configurations, two Storage Concentrators cooperate to achieve twice the possible bandwidth
and system redundancy. Each system is capable of accepting the data traffic intended for one
or more volumes. The activity level for each Storage Concentrator is set by the number of
volumes assigned to each system. The Administrator balances this load by observing
statistics related to IO traffic and then moving volumes between the two systems. A volume
cannot be assigned to both Storage Concentrators at the same time.

1.3.7 FailOver

FailOver is an important fault tolerance function of mission-critical systems that require
constant accessibility. FailOver adds a layer of redundancy to a storage network. FailOver is a
feature of an Active-Active cluster (see above).

If a component of either cluster member fails, FailOver automatically reassigns all data traffic
to the healthy Storage Concentrator. The system with failed components is then re-started to
attempt a return to a healthy status. If the failure occurs in a hardware component it may
not be possible to restore health by a restart. It may be necessary to replace the failed
hardware component.

If the Secondary system returns to full health, the volumes assigned to the Secondary
Storage Concentrator are redirected back to it from the Primary Storage Concentrator.

1.3.8 Mirroring

The StoneFly Synchronous Mirroring feature supplies host-independent, mirrored data storage
that duplicates production data onto physically separate mirrored target images. This
duplication occurs transparently to users, applications, databases, and host processors. The
software duplicates block-level changes as they occur to one or more volumes: either to
another local Storage Concentrator volume image or to another Storage Concentrator volume
image at a campus location over standard IP connections.

StoneFly mirroring offers the benefit of protecting a critical volume from being a single point
of failure, and providing continuous access to a volume without interruption to data
availability when loss of access occurs to one of the images.

The StoneFly Asynchronous Mirroring feature allows data to be kept at two different locations.
The local data volumes are synchronized with mirror volumes at the remote site at irregular
intervals. The synchronization operations may be scheduled or allowed to happen at any time
the local data volume falls quiet for a prescribed period of time.

1.3.9 Snapshot

StoneFly Snapshot creates virtual, temporary, and perishable point-in-time images of an
active Live Volume. Snapshots contain a view of the volume at the exact point in time that
the snapshot was taken. Snapshots can be created nearly instantaneously. The snapshot
volume appears to the host as if it was a regular logical volume. Even after changes are
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made to the original volume, Snapshots preserve a copy exactly as it existed when it was

taken. Snapshots persist across reboots and can be mounted and accessed just like any
other volume.
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1.4 StoneFly Storage Appliances

1.4.1 Current Families of StoneFly Appliances:

Hardware Appliances - Cluster Solutions:

Voyager DX IP SAN Appliance

Voyager FC IP SAN Appliance

USO-HA Unified Scale Out IP SAN + NAS Appliance
USO-FC Unified Scale Out IP SAN + NAS Appliance
USS-HA Unified Storage & Server Appliance
USC-HA Unified Storage Concentrator SAN Gateway
UES-HA Unified Encryption SAN Gateway

UDS-HA Unified Deduplication SAN Gateway
DR365-HA Backup & Disaster Recovery Appliance

Hardware Appliances — Standalone Solutions:

ISC Integrated Storage Concentrator IP SAN Appliance
USO Unified Scale Out IP SAN + NAS Appliance

SSO Super Scale Out NAS Appliance

TSO Twin Scale Out NAS Appliances

USS Unified Storage & Server Hyper-Converged Appliance
USC Unified Storage Concentrator SAN Gateway Appliance
DR365 Backup & Disaster Recovery Appliance

SDUS - Software-Defined Unified Storage Solutions:

e SCVM - Storage Concentrator Virtual Machine (Virtual Storage Appliance)
e StoneFly Cloud Drive

Note: There are older generations of StoneFly appliances that are still supported with the
latest StoneFusion software.

For description of each family and related datasheets, please refer to www.stonefly.com

All StoneFly appliances use a common Operating System called StoneFusion which is
StoneFly’s state of the art software that powers all StoneFly appliances. SCVM is a Software-
Defined Unified Storage appliance, but other appliances are total IP Storage solutions
combined with storage resources.

1.4.2 Storage Concentrator

The term Storage Concentrator is used throughout this document and is mainly the engine that
delivers iSCSI, Fibre Channel and/or NAS storage volumes. Configuring and managing these volumes
is accomplished using a browser-based graphical user interface (GUI) resident in the Storage
Concentrator. The system administrator uses the graphical user interface to allocate storage to create
iSCSI, Fibre Channel and/or NAS volumes and authorizes their use by individual host systems.
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1.4.3 StoneFusion

The Storage Concentrator uses the proprietary StoneFusion™ Network Storage Platform that
intelligently optimizes storage assets, offering the functionality traditionally associated with
expensive midrange and high-end storage systems, and host-based volume management software.
The StoneFusion architecture includes:

An extensible in-band metadata storage-mapping layer

Intelligent iSCSI storage packet routing software, providing aggregation and bi-
directional data transfer for increased throughput

A metadata database that tracks physical data locations to ensure data integrity

Online storage management to easily consolidate free storage space maximizing
storage resources

1.4.4 Administrative Interface

The administrative interface is accessed from a computer on the network via a web browser. The
following management functions are available through the interface:

Volumes: Create, manage, and delete storage volumes from any available
resource.

Hosts: Create, edit, and delete hosts.
Sessions: Monitor the number of connections between hosts and volumes.

Resources: Discover resources (devices) on the iSCSI bus that provide the space
for storage volumes.

NAS: Create, manage, and delete NAS volumes.

System: The System Management screen provides information regarding the
system setup, the configuration of the Storage Concentrator network settings, and
FailOver settings.

Users: Add, edit, delete, or view user information.

Reports: The reporting function provides statistical information on the Storage
Concentrator device, resources, volumes, and sessions. System logs provide a
system-level sequence of events.
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Figure 1-1 Storage Concentrator Administrative Interface Overview
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1.5 Typical Configurations
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Figure 1-2 Typical iSCSI environment
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Figure 1-3 Example of a Campus (Synchronous Mirror), and Remote

Replication (Asynchronous Mirror).
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Chapter 2

Administrative Interface
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2.1 Launching the Administrative Interface

The administrative interface resides on the Storage Concentrator. It is run from a network
computer via a browser which can access the network where the Storage Concentrator is located.

Supported browsers include:
e Netscape 4.7 or later (Windows PC and Linux)
e Internet Explorer 5.0 or later (Windows PC only)
e Mozilla Firefox

To access the administrative interface, use the steps that follow:
1 Launch your web browser.

2 Type the IP address for the Management Port of the Storage Concentrator in the
address field of the browser. For more information, refer to the Setup Guide,
“Configuring the Network Settings.”

The address field in the browser must include https:// to access the administrative
interface.

The following login screen appears.

-
=
T
STONEFLY

Enter the System m
User Login
User ID
Password
Licensing
System Name System UUID Vendor Serial Number
SC-10-10-63-183 564D96EF-4218-280B-BDFB-C3CBA3243321 00:0C:29:24:33:21
Licensed Feature Name License Key
SC-10-10-63-183 Subscr #1 - 365 days left
StoneFusion Base 05 S5C-10-10-63-183
5C-10-10-63-183 U-2QVN3-GJZRV-FSVXN-FCKN7-365-001
License Activation
System Name System UUID Product Key
S5C-10-10-63-183 564D96EF-4218-280B-BDFB-C3CBA243321 KK = XN~ XA = DO - KR - KA HAK - KK

Copyright@ 2002-2017 StoneFly, Inc. All Rights Reserved

Figure 2-1 Storage Concentrator Login Screen
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2.1.1 Accessing System Management Functions

To perform system management functions, you must log in with a user ID and password that is
configured with administrative privileges.

Passwords must be between 6 to 15 alphanumeric characters with one character being

a numeric character. Passwords cannot be the same as the corresponding username.

StoneFly validates only the first eight characters during login. Characters after 8 are
ignored, but supported for user convenience. For more information on creating users, see “Adding
Users”.

When logging in for the first time, the administrator can use the following: User ID:

stonefly. Password: stonefly. It is strongly recommended that the stonefly password

be changed at the initial configuration. It is also recommended that each system
administrator have an individual user ID and password. For more information on creating users, see
“Adding Users”.

1 Enter your User ID.
2 Enter your Password.
3 Press Enter or click Submit. The Storage Concentrator home screen appears.

If you attempt to log in with an administrator user ID and password that are in use, a warning
message dialog box appears.

Message from webpage ﬁ

& A current session exists for 'stonefly’.
Y Would you like to override this session?
Overriding the session EMDS any other session using 'stonefly’.

| oK | ’ Cancel ]

Figure 2-2 The "current session exists' Warning Dialog Box

If this screen appears, choose one of the following options:

1 Click OK - This logs you in and logs off the user who is logged in with the user ID
and password you entered.

2 Click Cancel - The initial login screen appears. Repeat steps 1-3 using a different
user ID and password.
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2.2 Home Page

After successfully logging into the Storage Concentrator, the home page will appear.

Welcome, stonefly! Home  Support Log Out

& =

I S I R I T I

Concentrators Discovered 5C's
e

10.10.60.31 10.10.60.991 10.10.63.191 1SC236

- 1SC60
Primary

Name:  SCS0 Resources NAS  NetPorts 5C[10.10.63.169)

Mgmt IP: 10.10.63.90 EH g Mgmt E

ISCSIIP: 10.10.60.80

uniti: @ Data E

SC(10.10.63.181)
SC(10.10.63.182)
SC(40.10.63.83)
SC(10.10.63.186)

Name:  SC@2 Resources NAS  NetPorts

Mgmt IP: 10.10.63.92 a g Mgmt E

iSCSIIP: 10.10.60.82

UnitiD: & Data E

OOooooooooooooooooad

LSI-9750-4i DISK

Path 0:01 Used 274 GB Avail: 0GB Total 274 GB
W 7 e L L P P
W Used
| Available
Not managed
s e [ e ]
Path 17:0.0 Used 396 GB Avail 1556 GB Total: 1952 GB
Ee.
B Used
[] Available
Not managed
e ]
Path 10.10.60.235 : 3260 Used: 30 GB Avail: 20 GB Total: 50 GB
W Used
Available
Not managed

Copyright® 2002-2017 StoneFly, Inc. All Rights Reserved.

Figure 2-3 The Storage Concentrator Home Page (Failover Cluster is

pictured here)
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Welcome, demo! Home  Support Log Out

& o=

[ | rers | sowon | e | s | sen | ven | o |

T
10.40.60.81 10.10.60.54 10.10.63.54 O 1sc23s
] 1sceo
Secondary Primary
[J S5Ci10.10.63.169)
Name: TSCE0 Name: Tscaz
Mgmt IP: 10.10.63.80 Mgmt IP: 10.1063.82 [0 S5C(10.10.63.181)
iSCSIIP: 10.10.60.80 iSCSIIP: 10.10.60.82 [ 5C{10.10.63.482
Unit 1D: C) Unit ID: -
[] S5Ci10.10.63.183)
Location: e 2 Location: Right |
= [J S5Ci10.10.63.186)
= [0 SC10.10.63.253)
| B O sco
# B 0 sce
L L
Resources NAS Net Ports Resources NAS Net Ports 0 scvmaLeT
HHowEwE HH @~ 0 somasn
[ scvmz4q
Tomp Fans
[ scvmz4z
B u‘ D sonas
[ T1scso
[ 71scsz

Path 000 Used: 0GB Avail 11175 GB Total: 14899 GB
] Used
| Available
| Not managed
sra e o e ]
Path Used: 149 GB Avail: 0 GB Total 149 GB
KT OIIIS
[ Used
| Available
| Not managed
s o oo 0 e
Path 200 Used: 149 GB Avail: 0GB Total 149 GB
FSAIIOOIIIIIIIIIIS
[ used
["] Available
Not managed

Figure 2-4 The Voyager-TSC Storage Concentrator Home Page has a
different layout, and is pictured here.

The bar across the top of the administrative interface allows the system administrator to access
information regarding system information, support, and system status.

¢ Home: Displays this home page with a summary of all system information
e Support: Displays StoneFly support information
e Status: Displays the status of the Storage Concentrator:

o Good: Indicates normal operation

o Down: Indicates that the Storage Concentrator is not running correctly and must
have the power cycled to recover

o Alert: Indicates that unacknowledged critical messages have been detected and
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have been written to the system log

e Logout: logs out the current session.

The Storage Concentrator can be configured to notify the system administrator when Alerts occur.
For more information on acknowledging Alerts in the system log, see “Logs”. For more information
on Alert notification, see “Notifications”.

2.2.1 Home Page Images

Primary — The Primary Storage Concentrator is currently managing the storage volumes. Clicking
on the photo image of the unit takes you to the Diagnostics Page. The Management IP is the
address of the management port. The iSCSI IP is the address of the IPSAN port(s).

If a Storage Concentrator FailOver Cluster is configured for this Storage Concentrator, there is also
a Cluster IP address displayed which is the master address of the FailOver Cluster, including both
the Primary and Secondary units. For more information on FailOver Clusters, see “Setting up
FailOver”.

The Unit ID (Unit Identification) button can be used to cause a blue LED to visually identify the
system, usually by blinking. The Unit ID button will not be displayed on systems that do not
support the Unit ID function, or are currently inaccessible.

The Voyager-TSC chassis supports two systems in the same chassis. The right/left location is
configured using the Location control. The Unit ID button should be used to determine or confirm
the chassis location setting.

Secondary — Displays an image of the Secondary Storage Concentrator if the unit is in a cluster.
If no unit is shown, there currently is no Secondary unit. Clicking on the Secondary unit takes you
to the Diagnostics page. The Management IP is the address of the management port. The iSCSI IP
is the address of the Gigabit Ethernet port(s)

Resource Status - The Resource icon indicates the status of the items listed on the Resource
screen. If any Resource is not accessible the icon will appear Red instead of Green. Failovers are
performed if the icon is Red for the Primary SC.

Temperature Indicator— The thermometer indicator displays the Primary Storage Concentrator’s
temperature status. If the thermometer is red, there is an alert regarding temperature on the
diagnostics page. If it is green, the unit is OK. Clicking on the thermometer icon takes you to the
Diagnostics page.

Fan Status— The fan indicator displays the Primary Storage Concentrator’s fan status. If the fan is
red and stationary, there is an alert regarding one or more of the fans on the diagnostics page. If it
is green all the fans are operating within normal limits. Clicking on the fan icon takes you to the
Diagnostics page.

Power Supply Status— The power supply indicator displays the Primary Storage Concentrator's
power supplies and power related sensors.

If the power icon is red, there is an error regarding one or more of the power sensors on the
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diagnostics page. If it is green, all are operating normally.

Clicking on the power icon takes you to the Diagnostics page. This icon is not shown on systems
where there is no HW sensor support.

When UPS Management is enabled, the overall UPS status is also indicated here, with detailed
status on the UPS Management page.

Port Status— For FailOver Clusters ONLY. The port icons display status of either the Primary or
Secondary Storage Concentrator ports. If any of the port indicators are red, there is an Alert
regarding the port listed on the diagnostics page. If all the ports are green, then all ports are OK.
Clicking on any port icon will take you to the Diagnostics page.

Resources— For FailOver Clusters ONLY. Each Storage Concentrator resource that has been
discovered is displayed with an icon on the home page. Clicking on the resource takes you to the
Resource Management Summary page. The resource icon is shown with its name, including
Manufacturer and Model number, and path, which is the SCSI path to the device.

Used and available space for the resource is displayed in the display bar to the right of the
resource. If the display is blue, the space has been used and displays the amount in GB used.
Space that has been allocated, but not used is displayed as green and is shown as available. Any
resource that is not managed by the Storage Concentrator (pass through or none) shows as yellow.

Discovered SC's— Displays a list of other Storage Concentrators that have been discovered by
this Storage Concentrator.

Clicking on the name of the SC will open a new browser window for that system.
Hovering over the link will display information about that system.
If windows for more than one SC are needed, select their check-boxes and click Open.

SC Discovery is achieved through the use of the Service Location Protocol (SLP) which uses
broadcast and multicast IP frames over the management network.

SC Discovery is enabled by default. However, should the installation or network environment be
such that this feature is unnecessary, or undesired, it may be disabled on the System Admin GUI

page.

Note: Only Storage Concentrators that are operational are discovered and displayed. SC's running a
SW version that does not support SC Discovery will not be detected. SC's that have the SC
Discovery feature disabled will not be discovered.

When the SC is operating in a cluster, a similar "Discovered SC's” table will appear on the
secondary system’s management screen.

If the “"Advanced Features” not licensed, or the SC discovery is disabled, or if there are no other
SC's discovered, the "Discovered SC's” table does not appear.
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2.2.2 Master Storage Concentrator Menu

The main menu for the Storage Concentrator is displayed on the left hand side of the screen. The
picture above shows the menu in its Nested Menus format. View the detail screen for each user to
set this feature to “"On”. The following buttons are active:

¢ Volumes — Click to access volume management functions.

e Hosts — Click to access host management functions.

e Sessions — Click to access session management functions.

¢ Resources — Click to access resource management functions.
e NAS - Click to access NAS volume management functions.

e System — Click to access system management functions.

e Users — Click to access user management functions.

¢ Reports — Click to access reporting functions.
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2.3 Resources

After initial configuration is completed, the next step is to discover resources of the IP Storage. A
resource device is a data storage subsystem. Resource devices may include RAID drives and JBODs
(just a bunch of disks). A resource device is typically attached directly to the Storage Concentrator.

I N N = I I I =

Resource Management

Summary Detail Create Flash Cache Flash Cache Configuration Create Object Storage
Select Concentrator ISCBD.
Path: Used: 274 GB Avail: 0 GB Total: 274 GB
(] Used
["] Available:
["] Not managed
Resource Interface Address m Monitor RAID (RAID Mgmt GUI)
Path: 001 Used: 274 GB Avail: 0GB Total- 274 GB
B Y/ i mm
(] Used
[ Available
["] Not managed
Resource Interface Address m Monitor RAID (RAID Mgmt GUI)
s
Path: 17:00 Used: 396 GB Avail: 1556 GB Total: 1952 GB
W] Used
[] Available
| | Not managed
Resource Interface Address 10.10.63.30 IEX 5 onitor Raio CIRAD on uPs
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StoneFly-Logical Volume
Path: 10.10.60.235 - 3260 Used: 30 GB Avail 20 GB
FiXW SISOy,
] Used
] Available
| Not managed
T =3
m O Primary O Secondary @ Beth
Resource Summary as of Thu 25 Jun 2015 04:18:51 PM PDT
Use Type Resource Namea Path Type Total Size (GB)  Available Size (GB) Status
O None
O Pass Thu SAS1 1;31 Direct Access 225 273
® Managed
O NAS Managed
O none
Pass Thu sas2 s Direct Access 325 315
Managed :
NAS Managed
O None
Fass Thiu SATA1 e Direct Access 651 317
® Managed
O NAS Managed
None
Pass Th :
s T sarap e Direct Access 651 &5t
Managed 0
O NAS Managed
) Hone SC80-Local ‘3% Direct Acess 274 0
® NAS Managed 1
$mD 5C92 sesiE:0ALUN 0 Direct Access 274 o

® NAS Managed

None
Managed
SF Managed

SF Managed

O None
) Managed
) SF Managed

D None
O Managed
) SF Managed

O None
O Managed
@ SF Managed

‘Bsync remote

encrypted.asyne remote

encrypted.campus.remote

miror.remote

10.10.60.235 - 3260

10.10.60.235 - 3260

10.10.60.235 : 3260

10.10.60.235 - 3260

10.10.60.235 - 3260

Direct Access

Direct Access

Direct Access

Direct Access

Direct Access

Active

Active

Active

Active

Active

NIA

Active

Active

Active

Active

Active

Totzl: 50 GB

check all - clear all

Delete

Figure 2-5 Resource Management Summary Screen

If a Failover cluster is configured, a summary page for the Secondary unit can be
displayed by selecting it from the pull down list on the Resource Management Summary
screen. Resources that cannot be seen by both members of a cluster are marked with a

red asterisk.

If possible, have all storage resources configured prior to allocating volumes.

2.

3.1

Discovering Resources

Discovering resources is the process the Storage Concentrator uses to query the resource
device for information. At start up, the Storage Concentrator automatically discovers any

resources that are attached.

To add resources using the Discover button on the Resource Management Summary Screen,

use the steps that follow:

1. Click Resources. Any previously discovered resources display on the Resource
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Summary screen.

2. Select the radio button to discover resources for the Primary unit, Secondary unit,
or both (the default):

Primary Unit: Selecting the Primary Unit will only discover resources for the
Primary Unit. Since both the Primary Unit and the Secondary Unit are
resource aware, this will reduce the time required to discover resources.

Secondary Unit: Selecting the Secondary Unit will only discover resources for the
Secondary Unit.

Both: (default) Selecting both will discover resources for the Primary Unit and the
Secondary Unit.

Select either the Secondary Unit or the Primary Unit if you have a problem (such as
a cable issue) on just one unit. Or select one or the other when there are a lot of
resources to discover and you want to prevent the discovery process from timing
out by discovering on the Primary Unit first and then the Secondary Unit. Generally,
using both will be the preferred discovery method in most cases.

3. Click Discover. The following dialog box appears.

|®'\ Discovery may take several minutes, Please be patient.

provision them are discovered as a "Mon-Active”,
To "Onling” these volumes, the user should resclve the problem with
the resources and execute resource discovery again,

| Volumes may be placed "Offline” if resources used to

Do you want to continue?

0K ] l Cancel

4. Click OK.

2.3.2 “"Use"” Types for Resources

When discovery is complete, all available resources will appear for the Primary Unit. The
display will include direct-connected devices and any iSCSI resources.

Once discovered, each resource must be assigned a use type. The Storage Concentrator
supports four use types:
None: This resource is not currently managed by the Storage Concentrator.

Pass Thru: The resource will accept SCSI commands from a host without any intervention
from the Storage Concentrator except Reservation and Persistent Reservation SCSI
commands. For Pass Thru volumes these commands are handled by the Storage
Concentrator. This resource is not added to the storage pool.

Managed: The resource will be managed by the Storage Concentrator

Flash Cache: The resource is for use as a caching device for a resource managed by the
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Storage Concentrator

NAS Managed: The resource is for use in a direct NAS Segment for NAS Volumes

SF Managed: The resource is available as a Campus Mirror resource through a secondary
Storage Concentrator or as an Asynchronous Mirror through a remote Storage
Concentrator.

The only available use types for iSCSI resources are “None”, “"SF Managed” and
“Managed”. “Pass Thru” is not displayed for iSCSI resources.

resources at the same time. Local resources are attached to the
Storage Concentrator directly through SAS, SCSI or FC HBA's. Access
to remote resources is provided through iSCSI target portals. It's not
recommended to split synchronous image provisioning between local
and remote resources. The same precaution applies when a spanned
volume is provisioned or snap space is allocated.

u The pool of "Managed” resources can include local resources and remote

The Storage Concentrators use a “Managed” resource space to keep metadata
so that the resource size available for volume provision is less than
the total size of the resource.

a “"Managed” resource. Don't let iSCSI hosts access the volume
directly. The volume has to be used exclusively by the system that
set up it as a "Managed” resource. When the use type for a remote
“Managed” resource is changed to "None” or to "SF_Managed”,
then information on the resource becomes invalid.

u Information stored on remote volumes will be lost after the volume is set up as

To select the use type for a resource, use the steps that follow:
1 Click one of the following buttons:
e None
e Pass Thru
¢ Managed
¢ Flash Cache
¢ NAS Managed
¢ SF Managed
Note that only the Use Type choices valid for each resource will be shown.

2 Click Submit. The pass thru and managed resources are now available and storage
volumes can now be created.
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If you select SF Managed for a Campus resource or for a Remote resource that has
not been discovered by both the Primary and Secondary Units, you will receive an
Alert message. To correct the Alert, discover the resource for both the Primary Unit
and the Secondary Unit. See Expanding a Mirror Volume.

Resource summary information in a clustered system will vary depending on which Storage
Concentrator you are viewing. Resource summary information includes:

Use Type: Indicates how the resource is being managed

Resource Interface Address — This field holds the URL used to connect to the external
RAID device for configuration and maintenance.

When the resource is first discovered, this field is blank. It can be populated with an IP
address, or a URL such as http://ip_address, http://ip_address:port, https://ip_address, or
telnet://ip_address.

When this field is changed, either hit Enter, or use the Submit button to the right. A new
browser window will open using the URL provided.

When the field is not blank, the button label changes to Go to which can be used to open a
browser window to manage the RAID.

Internal RAIDs do not require the Resource Interface Address to be set to manage them --
the RAID Mgmt GUI link to the right may be used instead.

On RAID systems that are recognized by the SC, the RAID's published default login user
name and password is shown when the mouse hovers over the Go to button or the RAID
Mgmt GUI link. The RAID default login user name and password are not shown to non-
administrative SC GUI users, nor when the SC has been configured with a specific RAID
user name or password.

Monitor RAID — The Monitor RAID check-box shows the current state of RAID Monitoring
by the Storage Concentrator. If the check-box is checked, the RAID is being monitored.

When a RAID is being monitored, the Storage Concentrator collects RAID event log
information and presents this in its own logs. It polls the RAID periodically recording any
new events.

A * indicator and footnote indicates when one or more RAIDs have logged critical errors.
The SC Event Log, and RAID Management GUI should be used to resolve the problem. The
* indicator will only be cleared when the RAID events are flagged as acknowledged in the
SC Log.

Whether or not a RAID should be monitored is controlled by changing the check-box. A
communication and interaction test is made at the time the check-box is checked, and the
result reported to the user.

Note that external RAIDs require that the Resource Interface Address be set before
monitoring is possible; otherwise the check-box is disabled.

Internal RAIDs can also be monitored, and do not require that the Resource Interface
Address be set.
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Also note that not all RAID vendors and models are supported for monitoring. The Monitor
RAID check-box and RAID Management Password fields are hidden on devices that are
known to not be supported.

Whether or not the RAID that is providing the resource storage is actually supported will be
evident through the results of the communication and interaction test.

If the RAID password has been changed from the default, it may be set on the Resource
Detail page. Otherwise the factory default RAID password is used.

e RAID on UPS — The RAID on UPS check-box indicates whether or not the RAID is
connected to the UPS that is managed by the Storage Concentrator.

When the SC is managing a UPS, and this check-box is checked, it is assumed that the
RAID is also powered by the same UPS.

Should a UPS low battery shutdown occur, the RAID will be shut down at the same time
that the SC is. This causes any I/Os cached in the RAID to be flushed to disk before power
is lost. It also prevents any new I/O's until the RAID is power cycled by the UPS.

Only RAIDs that are being monitored as indicated by the Monitor RAID check-box are able
to be shutdown. As not all RAID vendors and models are supported for monitoring, such
unsupported RAIDs would have their RAID on UPS check-box hidden. Otherwise, the RAID
on UPS check-box is disabled until Monitor RAID is enabled.

If the SC is not configured to manage its UPS, or if the RAID is not being monitored, the
RAID on UPS has no effect and will hidden.

Internal RAIDs are always shutdown with the SC when a UPS low battery shutdown occurs.
There is no configuration needed for internal RAIDs.

When the RAID is not powered by any UPS, or by a different UPS than the one that the SC
is managing, the RAID on UPS check-box should not be checked. Otherwise, the RAID
would be shut down when it might still be in use, and it would require manual intervention
for it to be restarted. This is especially important when the RAID is being shared with other
systems.

¢ Resource Name: A default name assigned to the resource by the Storage Concentrator.
The resource name can be edited later. For more information, see “Editing Resources”.

e HBA: bus: Target ID: LUN: The SCSI address for the resource

e Type: Type of SCSI storage device. This information is provided by the resource

e Block Size: Number of bytes in each block
¢ Total Size (GB): Total number of gigabytes on the resource
e Available Size (GB): Number of gigabytes of space available for new volumes
e Status: A resource can have one of the following status:
e Active: Discovered and selected to be managed

¢ Not managed: Discovered but not selected to be managed by the Storage
Concentrator

¢ Non-active: Has been discovered in the past, but was not found with the most recent
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discovery attempt

o Off-line: The Storage Concentrator is not able to successfully initiate a session with
this resource

A resource can be removed from the Storage Concentrator at any time by clicking
Delete next to the resource to be removed. For more information, see "Removing
Resources”.

A red asterisk indicates that the resource status is in question and needs to be
investigated by the system administrator.

2.3.3 Adding Resources

As storage needs change and grow, additional storage resources may be added to accommodate
your storage requirements. Discovering resources is the process the Storage Concentrator uses to
query the resource device for information.

You can use the Discover button on the Resource Management Summary screen to ADD
storage resources without rebooting the Storage Concentrator. Existing resources may not

be modified.

Storage resources can be added without rebooting the Storage Concentrator when the Storage
Concentrator is connected to a disk enclosure that has empty slots available for additional hot--
swappable drives, and additional drive(s) are inserted into the enclosure. When the Discover
button on the Resource Management summary screen is selected, the disk drives are added as
storage resources and are available for use by the Storage Concentrator.

To add resources using the Discover button on the Resource Management Summary Screen, use
the steps that follow:

1. Select the radio button to discover resources for the Primary unit, Secondary unit,
or both (the default).
2. Click Discover. The following dialog box appears.
Message from webpage @1

N Discovery may take several minutes, Please be patient.

"~ Volumes may be placed "Offline” if resources used to
provision them are discovered as a "Mon-Active”

I Teo "Online” these volumes, the user should resolve the problem with I
the resources and execute resource discovery again,

Do you want to continue?

QK l I Cancel

3. Click OK.
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When discovery is complete, all available resources will appear for the Primary Unit
regardless of which radio button has been selected.

4, Click the Managed button for each resource you want the Storage Concentrator to
manage.

5. When all resources to be managed by the Storage Concentrator have been selected,
click Submit.

These resources are now available and storage volumes can be created.

To add storage that requires rebooting the Storage Concentrator, use the steps that follow:

1. Shut down the Storage Concentrator. For more information, see “Shutting Down”. If
hosts are currently online, shut them down.

Configure the storage resource device.
Power on the Storage Concentrator.

After the resources are configured on the Storage Concentrator, restart the host
computers.

The Storage Concentrator automatically discovers any newly configured resources and rediscovers
any existing resources.

2.3.4 Editing Resources

The resource name is the only setting that can be modified after initial discovery.

2.3.4.1 To edit the resource name, use the steps that follow:

1 Click Resources

2 Click on the Resource Name to be edited or click on Details on the Resource
Management Summary screen. The Resource Details screen appears.
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I I S T B
g |

Summary Detail Create Flash Cache Flash Cache Configuration Create Object Storage

Select Resource [50{10 10.63.183) scsit0:0LUN_1| v

Resource Settings
Resource Name SC(10.10.63.183) sesit-O-0LUN_1
Resource Interface Address
Monitor RAID =)

Vendor Serial Number 358069325F4C3300437F
Unit Serial Number 358069325F4C3300437F
Extended Unit identifier 6000S0EOSF4C3300437F000188D00000
HBA 1

BUS ]

Target ID [

LUN 2 1

Type Direct Access
Manufacturer LsI

Model 9750-8i DISK
FirmwareVersion 512

Block Size 512

Block Count 4294967295

Siorage Size(GB) 2047

Unallocated Space(GB) 839

Unit Test Good

Use Type: Managed

Flash Cache: Not defined

Target Port Group: A

Location: SC(10.10.63.183)

Status for SC(10.10.63.183) scsi

Storage Concentrator Operational State
SC(10.10.63.183) oK

Figure 2-6
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Status for SC{10.10.63.183) scsil:0:0:LUN_1

Storage Concentrator Operational State
SC(10.10.63.183) oK

Mappings For SC(10.10.63.183) scsi1:0:0:LUN_1

Segment Resource Name Segment

Number (Block Size) Size (GB) LR O
1 RESERVED 0 0 127
2 nas-segmentmn 1 128 2087278
3 rem nas-segment 1 2087280 4134331
4 volume.0001 700 4134432 147220083
s thinpook-0001 3 1472200832 1478482287
[ volume- 0004 1 1478482283 1430580438
7 nas-segment.0007-space 1 1480589440 1482686591
F] FREE 2 1480636592 1436330885
s nas-segment.0007 1 1456530896 1485575047
10 FREE 532 1488878043 2730482031
It volume-0003 500 2730452032 3779065031
2 FREE 25 3773068032 4294846586
13 RESERVED ] 4254546587 4284567254

SC(10.10.63.163) scsil:0:0:LUN_1

Figure 2-7

Resource Details Screen
3 Edit the resource name. Click Undo to revert to the saved settings.

4 Click Submit to save the changes.

The database tables in the Storage Concentrator are updated with the new resource
name.

Resource detail information includes:

Serial Number: Serial number assigned by the manufacturer

Extended Unit Identifier: A unique ID number provided by the manufacturer. There are
many ways this number is generated, including the MAC address, serial humber,
model humber, etc. StoneFly merely displays the EUI humber.

Bus: SCSI information

HBA: SCSI information

Target ID: SCSI information
Type: Type of SCSI storage device
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LUN #: Logical unit number assigned to the device

Target Portal: Target portal address (if applicable)
If the resource has a target portal address, it does not display HBA, BUS, or LUN

and instead displays the target portal address.
Manufacturer: Name of the manufacturer of the resource device
Model: Model number assigned by the manufacturer
Firmware Version: Current version of the firmware running on the resource
Block Size: Number of bytes in each block
Block Count: Number of blocks on the resource
Storage Size (GB): Total humber of gigabytes of storage space on the resource
Unallocated Space (GB): Number of gigabytes of space available for new volumes
Unit Test: Reflects the manufacturer specific, SCSI test unit ready information
Use Type: Managed, SF Managed, Pass Thru, NAS Managed, Flash Cache or None
Flash Cache: Status of flash cache device if assigned to the resource

Target Port Group: When available, this nhumber indicates which controller of a dual
controller RAID the SC is attached to. When not available, N/A is displayed. This
field is suppressed for resources provided by an iSCSI target portal.

Operational State: A resource can have one of the following states:
OK: The Storage Concentrator and the resource have initiated a session

Off-Line: The Storage Concentrator is not able to successfully initiate a session
with this resource

Ready: On pass thru resources only, this state displays if there is currently no
active front-end session between this resource and a host

Mappings for the selected resource: Refers to the physical locations (blocks) of the
volumes on the resource. Resources that have a pass thru use type, display the
volume name only when a volume is associated with the pass thru resource.

Segment number: A location on the resource
Resource name (block size): Name assigned to the resource

Segment size (GB): Total number of gigabytes allocated to this segment from this
particular resource
Start Block: Block number where the volume segment starts on the resource.

End Block: Block number where the volume segment ends on the resource.

Chart of allocated space and free space within the resource: A pie chart that
identifies the name of the volume, free space and the resource’s segment number.
Each segment is assigned a different color.
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2.3.5 RAID Monitoring

The Storage Concentrator can monitor certain supported internal/external RAID subsystem'’s
event logs, and report their events using the SC logging and event notification system. This
provides a single place to monitor the systems.

L s T —
Path: 100 Used: 1208 GB Avail. 4797 GB Tolal: 6005 GB
F 2% ]
1 (W] Used
Avsilable
Mot managed
Resource Interface Address [ submit [T

Figure 2-8 Resource Summary Page -- RAID Supporting RAID Monitoring.

Monitor RAID —The Monitor RAID check-box shows the current state of RAID Monitoring by
the Storage Concentrator. If the check-box is checked, the RAID is being monitored. When a
RAID is being monitored, the Storage Concentrator collects RAID event log information and
presents this in its own logs. It polls the RAID periodically recording any new events. A *
indicator and footnote indicates when one or more RAIDs have logged critical errors. The SC
Event Log and RAID Management GUI should be used to resolve the problem. The * indicator
will only be cleared when the RAID events are flagged as acknowledged in the SC Log. Whether
or not a RAID should be monitored is controlled by changing the check-box. A communication
and interaction test is made at the time the check-box is checked, and the result reported to
the user.

Note that external RAID subsystems require that the Resource Interface Address be set before
monitoring will be possible, otherwise the check-box is disabled.
Internal RAID arrays can also be monitored, and do not require that the Resource Interface
Address be set. Also note that not all RAID vendors and models are supported for monitoring.
The Monitor RAID check-box and RAID Management Password fields are hidden on devices that
are known to not be supported.

Whether or not the RAID that is providing the resource storage is actually supported will be
evident through the results of the communication and interaction test.

If the RAID password has been changed from the default, it may be set on the Resource Detail
page. Otherwise the factory default RAID password is used.

I I B S O S
T N

summary Detail Create Flash Cache Flash Cache Configuration Create Object Storage

SC(10.1063 183) scsD0OLUN_D

Figure 2-9 Resource Detail Page -- RAID Supporting RAID Monitoring.

Resource Interface Address —This field holds the URL used to connect to the external
RAID device for configuration and maintenance.
When the resource is first discovered, this field is blank. It can be populated with an IP
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address, or a URL such as http://ip_address, http://ip_address:port,
https://ip_address, or telnet://ip_address.

Internal RAID arrays do not require the Resource Interface Address to be set in order to
manage them.

RAID Management Password — When RAID Monitoring is enabled, this field holds the
RAID management password that is used to login to the RAID.
Note: If the password field is left blank, the factory default RAID password is used.

2.3.6 Removing Resources

A resource device will need to be removed when the device is no longer available as a source for
storage volume allocation.

To remove a resource, use the steps that follow:

1 Click Resources. The Resource Summary screen appears.
2 Click the check box under Delete for the resource to be removed.
3 Click Submit to remove the resource. The database tables in the Storage

Concentrator are updated with the new status.

A resource that has a volume associated with it cannot be removed. If a volume is
A associated with the resource selected for removal, a warning dialog box appears
and will prevent the resource from being deleted.

@ Click Select All if you wish to select all the resources that are listed. Click Clear All to
deselect any selected resources.
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2.4 Volumes and Security

2.4.1 Volumes

A volume is an arbitrarily sized space on one physical resource or one that spans multiple physical
resources. Volumes behave like a disk block device. Volumes can be used as an address space for
a file system or as a device swap space.

2.4.1.1 Access Control Lists (ACLs) and CHAP

An access control list (ACL) is a list that controls which hosts have access to which volumes. When
a host attempts to access a volume for the first time, the Storage Concentrator allows access based
on the current ACL. CHAP specifies a secret known only to the proper host and the Storage
Concentrator to prevent unauthorized access to volumes.

There are two parts to volume management: creating the volume and setting security for the
volume.

2.4.1.2 Overview of Encrypted Volumes

A new volume may be created as a non-encrypted or encrypted volume depending on its intended
use. The decision to create an encrypted volume can be done only at the time it is created. The
decision cannot be made after the volume is in use. An encrypted volume is created as a simple
volume. An encrypted volume may be snapshot-enabled or mirrored later.

Managed and SF_Managed resources can be used to mirror encrypted volume. The encryption
feature can be used on standalone or clustered Storage Concentrators.

When the volume is created the Administrator must enter a password. This password is used to
determine the encryption key for the volume. Each volume should have a unique password that
will generate a unique encryption key. The information about the password is not kept inside the
Storage Concentrator. The passwords for all the volumes on a specific Storage Concentrator are
stored on a USB memory drive. The USB drive is uniquely identified for its specific SC and
volumes. There are two times when the USB drive must be inserted into the SC:

1. When system is standalone and the Storage Concentrator is rebooted or when the system is
clustered and one Storage Concentrator is rebooted and the other one is still down.
2. When a volume will be created or deleted.

Except for these times, the USB drive should be removed and stored in a safe place. The
Administrator should keep the information regarding volume passwords also in a safe place,
preferably at a different location than the USB drive. The contents of the USB drive may be
duplicated or saved on other types of media. The physical security of volume data is
compromised while the USB drive is plugged into the SC. The end-user can set up the scheduler
to check for the presence of the USB drive. If a drive is found, the scheduler will generate a log
message with a critical severity level. The message can be retransmitted thru E-mail or SNMP
notification.

Keep the USB drive safe but accessible in the case there are any problems that will generate an
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automatic reboot of the standalone Storage Concentrator. If the standalone SC reboots without the
USB drive inserted all encrypted volumes will be set Offline and will not be available to the servers
in your IPSAN. The USB drive must be inserted and then the volumes must be set online. It can
be done for each encrypted volume separately by using Volume Configuration or for all encrypted
volumes simultaneously by using the “Online” button on the Volume Summary page. Refer to the
section on Volume Configuration for instructions on bringing volumes online. The same procedure
has to be executed to make encrypted volumes online in case of clustered Storage Concentrators.

The status of the USB drive is reported on the System->Admin screen. Each report indicates either
a good situation or a problem. A good report is that the USB drive is not present. A USB drive is
also allowed as the storage for the SC database files. If this database-restore USB drive is the only
USB drive at boot time the system will not use it for encryption keys and the USB status will
indicate this fact. The Volume->Summary screen tracks the encryption status of each volume.

Should the USB encryption drive be lost or damaged it may be restored if the passwords for each
volume are known. Refer to the section on “Restoring the Encryption Keys to your USB Drive” at
the end of the section on Volume Security.

Encrypted volumes created with version prior 6.3.2 don’t support campus and asynchronous
images. Starting 6.3.2 the newly created encrypted volumes can be mirrored by using appropriate
SF_Managed resources. The remote resource has to be provisioned on the remote system as an
encrypted volume with the same password that the local system uses for the local image.

2.4.1.3 System Metadata Volume

The “system-metadata” volume is a special volume that keeps internal data that is generated at
run time during some operations. Currently metadata is generated for synchronously mirrored
volumes during the period of time in which at least one of the images loses its synchronization. The
collected metadata represents information about the volume blocks that are overwritten during this
period. The presence of the metadata volume enables the system to significantly increase its
performance during a rebuild. If the “system-metadata” volume is not created for some reason or is
not available, the standard rebuild procedure is executed.

2.4.1.4 Thin Volumes

Thin volumes have most of the same features as any regular volume. The main difference is that
thin volumes allocate data blocks only when I0s written to the volume have to be executed outside
of the allocated range. Special space provisioned on the local resources is used to make this new
allocation. The space is defined as a "thin pool". It provides storage for thin volume data segments
and thin volume configuration information needed to handle read and write commands. Up to 10
thin pools can be created per system (see "Storage Concentrator Configuration Limits"). Thin pools
can be used to create more than one thin volume. The maximum limit is no more than 128 thin
volumes per pool, but additional restrictions are applied each time a new thin volume is created or
an existing thin volume is expanded.

Thin pool space is split between two segments. The metadata segment stores configuration
information about volumes provisioned in the pool. The data segment provides space to keep
volume data. The data segment usage increases each time the system writes to unallocated
blocks. The size of the metadata also increases because the metadata segment keeps all of
the mapping information between thin volume blocks and the new blocks assigned to the
volume at the data segment.
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The newly created thin volume does not allocate data and metadata segments, but the pool
does reserve some number of metadata blocks to handle future writes into the volume. These
blocks are not assigned to any specific thin volume and are used only to check how many
volumes the pool can handle in addition to the existing volumes.

The total size of the allocated metadata from all thin pools and all shap enabled volumes is
limited by the system RAM ("Storage Concentrator Configuration Limits"). The metadata is
stored on local resources, but at run time a copy of this information must be located in the
system RAM so that the Storage Concentrator can use it to handle I0s. For performance
reasons, metadata should use only physically available RAM and avoid the usage of virtual
memory. Another limitation on metadata size is the requirement to be consistent with cluster
failover. The new Primary Storage Concentrator has to read all of the metadata from the
resources before it can start to handle host I10s. Delays above some limit are treated by iSCSI
hosts as an IO failure and are reported to applications.

The available system RAM is checked each time a new thin pool or new thin volume is created
or expanded. If the system can handle the request it proceeds with the execution. If the
RAM usage is close to the limit or will exceed the limit, then the appropriate recommendations
are made so that the user can adjust the request or make some other system configuration
changes.

For cluster systems, thin pool active/active load balancing is inherited by the volumes
provisioned from the pool. Thin volumes do not have individual load balancing settings.

Thin volumes provide benefits but require additional management and controls that the
regular volumes do not have. For details on thin volume management, see "Thin Volumes

Management".

2.4.1.5 Deduplicated Volumes

Volume deduplication represents the more advanced feature than the thin provisioning. The
main difference is that a deduplicated volume allocates blocks of storage only on writes where
the contents of the block are not identical to contents of other blocks allocated in the
volume's pool. Deduplication block equivalence is determined through the use of
cryptographically strong hashing.

Space is provisioned from local storage resources for the pool and is used for deduplicated
volume allocations. The space is defined as a Deduplicated Pool. It provides storage all of
for deduplicated volume data and configuration info needed to handle read and write
commands. Up to 10 Deduplicated Pools can be created per system. A single pool can be used
to create multiple deduplicated volumes, with duplications within each volume, and between
the volumes in the pool being merged. The maximum limit is no more than 128 deduplicated
volumes per pool, but additional memory and metadata based restrictions can occur, and are
applied when a new deduplicated volume is created, or existing one is expanded.

Deduplicated volumes are thinly provisioned volumes in that they consume no space until
they are written to, and only the blocks written consume space. Data read but never written
will return all zeros. By default, deduplicated volumes will not store data blocks with all zeros,
and when all zeros are written to an allocated block, that volumes allocation will be freed. If it
was the last volume using the block before the write of zeros, the block would also be freed.
The policy on whether or not to store all zero blocks can be changed on a per-volume basis
with the Refuse Space Allocation for Zero Writes setting in the Volume Configuration -
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Deduplicated Volumes configuration page.

Deduplicated Pool space is split between two sections. The metadata section stores
information about volumes provisioned in the pool. The data section provides space for
volume data. The data section usage goes up when write happens for block that is not
identical to any previously allocated blocks in the pool. The metadata usage also goes up
when a volume block address is written to, but had never been written to before, because the
metadata section maintains the address mapping for the deduplicated volume blocks and the
host's block address.

A newly created deduplicated volume does not have any allocated data and metadata
sections, but the pool reserves a number of metadata blocks to handle future writes into the
volume. These blocks are not assigned to any specific deduplicated volume and are held in
reserve. This is why a deduplication pool with no volumes, or only has volumes that have
never been written to consumes metadata.

Total size of allocated metadata from all thin pools, deduplicated pools and snap enabled
volumes is limited by system RAM. The metadata are persistently stored on storage
resources, but at run time copy of it is maintained in system RAM so the Storage Concentrator
efficiently access it to handle I0's. Another limitation on total metadata size is a requirement
for SC cluster failover. The new primary SC must read all metadata from storage resources
before it can handle host I0's to the volumes dependent upon that metadata, which limits the
overall size of the metadata.

Each time when a deduplicated pool or volume is provisioned or expanded, the available
system RAM is checked. If the system cannot handle the request without exceeding the RAM
usage limit, recommendations are made so user can adjust their request or make other
changes to the system configuration.

The user should avoid host operations that attempt to write data into most or all of the
deduplicated volume blocks. For example, a full format command, or destructive bad disk
block check can update all blocks of the volume. While not an issue with a regular volume, a
deduplicated volume has to allocate data blocks during such procedures, thickening it to
maximum size, and potentially significantly reducing the deduplication efficiency. In such
cases, the storage utilization benefit of deduplication disappears, but user continues to pay a
performance penalty that is associated with deduplicated volumes.

For details on deduplicated volume management, see ™
Deduplicated Volumes Management”.

2.4.1.6 Operational Considerations for Use of Deduplicated Volumes

There are some considerations that have to be taken into account when creating a
deduplicated volume:

1 Not every type of application data is a good fit for deduplication.

2 Volumes that are host or SC encrypted will have a greatly reduced deduplication ratio as
the encryption results in a different data pattern for the same data in different parts of the
same or other volumes.
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Compressed media formats for images, music, and video, like JPEG, mp3, .MOV, etc. may
not deduplicate well because most of data redundancy is eliminated by the format.

The user should avoid using deduplicated volumes in performance critical applications
where the deduplication overhead would impact operations.

The Information screen from SC GUI System menu can be used to check free memory
and CPU resources available on the system during peak load periods.

The Storage Concentrator provides the ability to on-line migrate a regular volume contents
to a deduplicated volume, and a deduplicated volume to a regular volume. This is done by
creating a mirrored volume with one deduplicated and one regular image, with the
subsequent deletion of the source image after the mirror becomes in sync. The procedure
can be executed without setting volume offline, but does require space for both types of
images during the migration.

A good candidate for deduplication is a volume that hosts archivals, backups, user
documents, virtual files, or software deployment files that contain data that is modified
infrequently and read frequently.

The deduplication pool block size is very important, and should match what the file-system
or other storage application uses for its allocation block. For many file- system types, this
is 4 KB, but the size can be overridden at creation, or vary based on the file-system size. If
the deduplication pool block size is larger than the host applications block size, poor
deduplication ratios would be expected, even when the data was highly duplicated. If the
deduplication block size is smaller than the host applications block size, the deduplication
ratio would not suffer, but the SC metadata and performance loading would be higher than
it need be.

The other important parameter that has to be setup when deduplication pool is created is
“Requested Pool Deduplication Ratio Limit (n:1)”. This is the requested limit for the best
case maximum deduplication ratio for all volumes in the pool when it is completely full.
This parameter is used to size the amount of meta-data used to map the volume disk
addresses to deduplication blocks. Too low of a value would exhaust the pools meta-data
blocks before all of the pool data blocks are consumed. Too high of a value would waste
pool and system resources and significantly limit the overall system configuration for an
overly optimistic deduplication ratio unachievable with the given volume(s) data. Since the
Pool Deduplication Ratio Limit can be adjusted upwards during deduplication pool
expansion, it is recommended to start with a lower value until enough representative
volume data is stored in the pool to guide an adjustment upwards if warranted.

The hosts file-system or application blocks must be aligned with the start of the SC
deduplicated volume block. Otherwise, very poor deduplication ratios would occur even for
highly duplicated data. The first block that the host file-system or application uses need not
be the first block on the deduplicated volume, but it must be on an even deduplication
block boundary. Such alignment is often handled automatically, or through controls used
when the host creates its partitions and file-systems.

A deduplicated pool can, and should be oversubscribed; otherwise, there is no reason to
use the deduplication feature. This means that the sum of the configured volume sizes
within the pool is larger than the pool size, subtracting metadata.

When a deduplication pool is oversubscribed, there is the possibility that it runs out of
space for data blocks, or space for metadata. This can occur due to writes to areas of the
volume that had never been written to before, or re-writes with data patterns that reduce
the deduplication ratio requiring more storage than is available. When that occurs, the
deduplicated volume that was doing the write will automatically be placed offline for both
reads and writes until manual intervention. The same would happen on any attempt to
write any other volume in the same pool. Reads are allowed, as long as no writes are
attempted while space is exhausted.

Deduplication volumes that are off-lined due to pool data or metadata exhaustion can be
brought back on-line in the following ways:
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a. The deduplication pool can be expanded, giving it more space.

b. Thin provisioned space reclamation can be done on one or more of the volumes in
the pool. This causes no longer used space in the file-system to be released from
the volume. A utility is run on the host where the volumes are mounted that writes
zeros into blocks no longer unused by the file-system.

c. One or more of the deduplicated volumes can be migrated out of the pool by using
each as the first image in a new pool, adding a second image, syncing the mirror,
deleting the first image, and reverting the mirror to back to a volume.

d. Delete any volumes from the deduplication pool that are no longer needed.

e. Once deduplication pool space is added or freed, the each volume would be
Activated to make it available again.

Deduplicated volumes have storage and performance implications. The deduplication process
requires additional computing power and memory resources from system where it runs. I/O
performance for deduplication volumes is lower when compare to regular volumes. This is
because:

1 Write I/O's that are larger than the pool's deduplication block size must be broken into
smaller I/0's, less than or equal to the block size.

2 Write I/0O's that are not evenly aligned on the pool's deduplication block size boundary
require the neighboring data to be read. Small write I/O's necessarily become
read/modify/hash/write operations.

3 Read I/O's that are larger than the pool's deduplication block size must be broken into
smaller I/0's, less than or equal to the block size.

4 Deduplication is done in parallel with the host I/O's. This means that the hosts write
request is completed without the block being deduplicated, with the more time consuming
search for a duplicate occurring in parallel. This reduces the write I/O latency for the hosts
I/0's, but increases the overall SC and storage system loading, as an unnecessary block
allocation and multiple metadata writes occurred when a duplicate is later found.

5 The deduplication data block cryptographic hash calculation requires significant CPU
resources.

6 With a significantly high deduplication ratio, there are fewer write I/0O's and fewer disk
blocks allocated, improving overall disk utilization and cache efficiency.

7 Storage systems tend to optimize sequential I/O accesses, performing read-ahead, and
streaming I/0's. With deduplicated volumes, because the deduplication blocks are
dynamically allocated and freed, and often shared, their physical location has no correlation
to the virtual address the host uses; they would not be sequential to the storage system.
On deduplicated volumes, all I/0O is random, even when the incoming requests are
sequential.

2.4.1.7 Memory Limits for Deduplicated Volumes

Size of system RAM and size of Boot disk have significant effect on system ability to create
and handle deduplicated pools and volumes. For regular volumes the main factor is size of
available resources. User could allocate new regular volume up to size of available space
without restrictions. Pools of deduplicated volumes have to manage not only blocks of
volume’s data but also maps that let Storage Concentrator find data location in deduplication
space for any volume’s LBA. These maps represent the most significant part of additional
information that each deduplication pool has to handle. All together this information is named
as "metadata”. The metadata portion of deduplicated pool is stored on disks where the pool
space is allocated. The main complication for deduplication is fact that the metadata has to
be used at run time to handle I0’s for deduplicated volumes. This is the main reason why
system has to have enough RAM to store metadata. Metadata for snap enabled volumes and
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thin pools have to be counted for the same reason too. Each time when new deduplicated
pool has to be created check is done to verify how much of metadata the system RAM could
handle in addition to metadata assigned to existing snap enabled volumes, thin pools and
deduplicated pools. System let create new deduplicated pool of size that could be handled by
the system RAM. At some point no new deduplicated pools could be added in spite fact that
the system has available storage.

The other constrain is intention to have balance between metadata and data portions of
deduplicated space. In the ideal case the metadata has to have ability to map LBA’s from all
volumes to all potential data blocks at the deduplicated space. How it can be accomplished?
The answer on this question depends of how much deduplication is expected. If the expected
deduplication ratio is 4:1, the data portion maybe 4 times less than total size of all volumes in
the pool. With expected deduplication ratio 8:1, the data portion maybe 8 times less. This is
the reason why one of parameters that has to be selected during deduplicated pool creation is
“Requested Pool Deduplication Ratio Limit”. See 2.4.1.10: Creating a Deduplicated Pool. It
has range from 1:1 to 32:1. The parameter could be reset later only during pool expansion.
See 2.4.3.2: Expanding a Volume.

Size of deduplicated block is the other parameter that is critical to define seizes of new
deduplicated pools and volumes. The available values are 4K, 8K, 16K, 32K and 64K. Pools
with 8K deduplication blocks require 2 times less mappings for volume’s LBA's if compare to
pools with 4K deduplication blocks. But it may be less deduplication when 8K deduplication
blocks are used. It has no sense to use deduplication when deduplication ratio drops to be
close to 1:1. This is the reason why recommended size is 4K. With 4K deduplication block
selection it gives the next rough estimation for size metadata portion: it requires 1GB of
metadata per each 1TB of volume space approximately. User should not be licensed to run
deduplication on systems with less than 7GB of RAM. See A5.2.7.

During deduplicated pool and volume creation system uses precise formulas not an estimation
that was mentioned above. These formulas could be modified during updates from one
release of the software to another.

Recommendations:

- Storage Concentrator installations that do not support deduplicated pools
should not get license to enable Deduplicated Volumes after they are upgraded
to version that supports deduplicated pools. The main obstacle is that these
systems usually do not have enough RAM and size of Boot disk is not enough to
handle deduplication. The first problem can be fixed by adding more RAM to the
system. The second one requires new installation not an upgrade. User’s data
have to be preserved in some way and put back after new installation is done.

- Field “"Usable Space” on Create Deduplicated Pool screen can be used as an
indicator of what is the largest deduplication pool could be created. Select
different deduplication “Block Size” or "Requested Pool Deduplication Ration
Limit” to see what is the “Usable Space” is in this case.

-  The “Usable Space” is reduced after new deduplication pool is created. By
doing this system makes reservation to support future 10 traffic to the pool.
Size of already allocated volume’s data blocks at pools does not affect the
“Usable Space” value.

- Size of new deduplicated volume is limited by how much of data blocks the
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existing deduplicated volumes in the pool are already support without acquiring
additional resources from the pool. The more pool resources are already
acquired by its volumes the smaller new deduplicated volume could be created.
The volumes current ability is counted here not the potential that has to handle
full range of all volume’s LBA’s. Deduplicated volume gets resources from the
pool dynamically when there is no space in already acquired resources to
handle new writes. The implementation creates situation when volumes are
competing at run time for metadata to handle its own LBA’s, but sharing data
blocks with other volumes from the pool.

- To find what is the current limit for a new deduplicated volume user has to
select appropriate pool, put very large number into field “"Desired Volume Size”
and hit button “"Submit”. The pop-up screen will show message that the request
is rejected but the maximum recommended volume size is suggested.

2.4.1.8 Creating a Volume

There are five methods for creating volumes that are exposed by Storage Concentrator as an
iSCSI targets:

The Auto Create option automatically creates the volume from the available space on any
available resource.

The Manual Create option allows volumes to be created by manually selecting space on
specific resources.

The Pass Thru option allows volumes to be created from resources that have been assigned
the Pass Thru use type.

The Thin Volume Create option lets the user select the pool to provision the volume from.

New thin pools can be created manually or automatically when the Thin Pool Create option is
selected on the Thin Volume Create page.

The Create Deduplicated Volume option lets the user select the pool to provision the volume
from.

New deduplicated pools can be created manually or automatically when the Deduplicated Pool
Create option is selected on the Create Deduplicated Volume page.

intervention from the Storage Concentrator except Reservation and Persistent

@ A Pass Thru resource will accept SCSI commands from a host without any
Reservation commands.

To create a volume automatically using the Auto Create option, use the steps that follow:

1 Click Volumes. The list of existing volumes displays on the screen.
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Create New Volume Configure Volume Volume Detail Volume Security
Create
Deduplicated
Volume

Volume Summary as of Thu 25 Jun 2015 04:47:21 PM PDT

Configure Volume g Type Notes Operational State Size (GB) [{ ) Active i Delete
» o7 Span, NAS segment NIA oK 1 0() 10
Volume Detail
n Span, NAS segment NiA oK 1 N/A 1
Volume Security»
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Figure 2-10 Volume Management Summary Screen

2 Click Create New Volume. The Volume Management Create New Volume screen
appears.

S S I = === =S

Volume Management - Create New Volume

Summary Replication Create New Volume c"""v?::::“""ﬂ" Configure Volume Volume Detail Volume Security
Volume Name volume-0005
Enter notes here.
Notes
[ store Encrypted Data
Encryption Volume Password
Confirm Password
Auto Create Manual Create Pass Thru Thin Volume Create NAS Segment Create
Create
Available Space(GB) 2750

Desired Volume Size(GB) 1

Figure 2-11 Volume Management Create New Volume Screen (No Cluster,
Volume Encryption is Licensed)
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[ vowmes |  Hosts | Sessions | Resowces |  NAS |  Sysem |  Uses |  Repors |
Volume Management - Create New Volume “

Create Deduplicated Configure Volume
Volume

Volume Name volume-0013

Summary Replication Create New Volume Volume Detail Volume Security

Enter notes here..
Notes

Auto Create Manual Create Pass Thru Thin Volume Create NAS Segment Create

Create
Available Space{GB) 1556

Desired Volume Size(GB) 1

Active/Active Load Balance Preference

' Primary
O Secondary

Figure 2-12 Volume Management Create New Volume Screen (in a Cluster,
without License for Volume Encryption)

Active/Active Load Balancing

Enter a name for the volume in the Volume Name field.

Enter any descriptive notes regarding this volume in the Notes field. These notes
appear on the Volume Management Summary screen.

5 If the volume is being created on a system with a Volume Encryption License, the
encryption password fields display on the screen. Use these fields to create an
encrypted volume. Type the same password into each password field. DO NOT
LOSE THIS PASSWORD. As the volume is being created the new password and
encryption keys are created and written to the USB device. See the Encryption
Overview above.

6 Enter a size for the volume in the Desired Volume Size field. The size must be in
whole GigaBytes and must be a minimum of one (1) GigaByte.

7 If this volume is being created in a Failover Cluster, the screen includes the
selection of the Primary or Secondary Storage Concentrator to service the 10’s for
the volume. Click on the radio button associated with the desired system. (See the
information on Load Balancing in Section 3: Failover.)

@ Click Undo to revert to the saved settings

8 Click Submit. The following dialog box appears.
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@' will be lost.
Do you want to continue?

[ ok || conce |

Figure 2-13 Create Volume Dialog Box

Click OK to continue or Cancel to end. A volume with the specified name and size is
created automatically. The Volume Security screen opens to allow you to create an
access control list for this volume from any known hosts. For information on
creating access control lists, see “"Volume Security”.

To create a volume manually using the Manual Create option, use the steps that follow:

1

A b~ W

Click Volumes. The list of existing volumes displays on the screen.

Click Create New Volume. The Volume Management Create New Volume screen
appears.

Enter a name for the volume in the Volume Name field.
Enter any descriptive notes regarding this volume in the Notes field.
Click Manual Create. A list of available resources appears.

If the volume is being created on a system with a Volume Encryption License, the
encryption password fields display on the screen. Use these fields to create an
encrypted volume. Type the same password into each password field. DO NOT
LOSE THIS PASSWORD. As the volume is being created the new password and
encryption keys are created and written to the USB device. See the Encryption
Overview above.
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Figure 2-14 Volume Management Manual Create Screen (No Cluster,
Volume Encryption is Licensed)
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Figure 2-15 Volume Management Manual Create Screen (in a Cluster,
without Volume Encryption License)

7 For managed resource types, in the Amount to Add field, enter the amount of
space from this resource that is to be used to create this volume.

8 Repeat step 6 for each managed resource type that is being used to create the
volume until the total amount of space desired for this volume has been allocated.

9 If this volume is being created in a Failover Cluster the screen includes the selection
of the Primary or Secondary Storage Concentrator to service the I0’s for the
volume. Click on the radio button associated with the desired system. (See the
information on Load Balancing in Section 3: Failover.)
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@ Click Undo to revert to the saved settings.

10

Click Submit. A volume with the specified hame and size is created. The Volume
Security screen opens to allow you to create an access control list and a CHAP

secret for this volume from any known hosts. For information on creating ACLs and
setting a CHAP secret, see “Volume Security”.

To create a pass thru volume using the Pass Thru option, use the steps that follow:

1
2

Click Volumes. A list of existing volumes appears.

Click Create New Volume. The Volume Management Create New Volume screen
appears.

Enter a name for the volume in the Volume Name field.
Enter any descriptive notes regarding this volume in the Notes field.

Click the Pass Thru button. A list of available pass thru resources appears. No
encryption is allowed on Pass-Thru volumes.

Volume Management - Create New Volume

B B S N N e

Summary Replication Create New Volume C"“'ev[::r‘::"”“" Configure Volume Volume Detail Volume Security

Volume Name volume-0005

Enter notes here.
Notes

Auto Create Manual Create Pass Thru Thin Volume Create NAS Segment Create
Create

Block Total
Pass Thru Path Resource Name & Device Type Size (GB)

10

02 SC(10.10.63.183) scsi1:0:0:LUN_2 Direct Access 512 2047

Figure 2-16 Volume Management Pass Thru Screen (No Cluster)
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Volume Management - Create New Volume “
Summary Replication Create New Volume c'“"vl::::““‘"’ Configure Volume Volume Detail Volume Security
Volume Name volume-0013

Enter notes here...
Notes

Auto Create Manual Create Thin Volume Create NAS Segment Create

Block Total
Pass Thru Path Resource Name & Device Type Size (GB)

) 1;? SATA2 Direct Access 512

Active/Active Load Balance Preference

@) Primary
O Secondary

BN =T

651

Active/Active Load Balancing

Figure 2-17 Volume Management Pass Thru screen (in a Cluster)

Click the Pass Thru check box on each resource to add to the volume.

TargetID must match)

@ All Pass Thru resources selected for a single volume must be in the same device. (The

@ Click Undo to revert to the saved settings

7

If this Pass-Thru volume is being created in a Failover Cluster, the screen includes
the selection of the Primary or Secondary Storage Concentrator to service the I0’s
for the volume. Click on the radio button associated with the desired system. (See
the information on Load Balancing in Section 3.2.4)

8 Click Submit. A pass through volume is created.

To create a thin volume using the Thin Volume Create option, use the steps that follow:

1
2

Click Volumes. A list of existing volumes appears.

Click Create New Volume. The Volume Management Create New Volume screen
appears.

Enter a name for the volume in the Volume Name field.
Enter any descriptive notes regarding this volume in the Notes field.

Enter a size for the volume in the Desired Volume Size field. The size must be in
whole GigaBytes and must be a minimum of one GigaByte.

Click the Thin Volume Create button. A list of available thin pools appears. No
encryption is allowed on thin volumes.
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Volume Management - Create New Volume
Summary Replication Create New Volume C”“’v[;’:xsi”“ Configure Volume Volume Detail Volume Security

Volume Name

volume-0005

Enter notes here...
Notes

Auto Create Manual Create

Thin Volume Create Thin Pool Create

Desired Volume Size{GB) 1

Create
Select a Pool Thin Pool Name 4 Block Size Total (GB) Committed (GB)
thinpool-0001 512 3 0

Figure 2-18 Create Thin Volume Screen (No Cluster).

N B L i
Volume Management - Create New Volume

Summary Replication Create New Volume C"""v':x::““"“ Configure Volume Volume Detail Volume Security

Volume Name

volume-0013

Notes

Enter notes here...
Auto Create ‘Manual Create Thin Pool Create
Desired Volume Size(GB) 1
Select a Pool Thin Pool Name & Load Balancing Block Size Total (GB) Committed (GB)
e thinpool-0001 secondary 512 100 200(204%)
thinpool-0002 primary 512 3 1}
KN

Figure 2-19 Create Thin Volume Screen (in a Cluster).

7 Click the Select Pool radio button on the pool that is to be used to provision the
volume.

If a thin volume is being created in a Failover Cluster, the screen includes information

about the Primary or Secondary Storage Concentrator to be used to service the IO’s
for the volume. The volume inherits load balancing from the selected pool.

8 Click Undo to revert to the saved settings

9 Click Submit. A thin volume is created. The Volume Security screen opens to allow you to
create an access control list and a CHAP secret for this volume from any known hosts. For
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information on creating ACLs and setting a CHAP secret, see “Volume Security”.

To create a deduplicated volume using the Create Deduplicated Volume option, use the steps that

follow:

&

Click Volumes. A list of existing volumes appears.

Click Create Deduplicated Volume. The Volume Management Create Deduplicated
Volume screen appears.

Enter a name for the volume in the Volume Name field.
Enter any descriptive notes regarding this volume in the Notes field.

If the volume is being created on a system with a Volume Encryption License, the
encryption password fields display on the screen. Use these fields to create an
encrypted volume. Type the same password into each password field. DO NOT
LOSE THIS PASSWORD. As the volume is being created the new password and
encryption keys are created and written to the USB device. See the Encryption
Overview above.

Enter a size for the volume in the Desired Volume Size field. The size must be in
whole GigaBytes and must be a minimum of one GigaByte.

I N N I T N T
I e BTN

Create Deduplicated

Summary Replication Create New Volume Vo)

Configurations Volume Detail Volume Security

Create Deduplicated Volume

Volume Name volume-0013

Enter notes here..
Notes

Deduplicated Volume Create Deduplicated Pool Create

Desired Volume Size(GB): 1

Committed

Select Pool Deduplicated Poo! Name & Load Balancing Block Size Total (GB) e
dedup-pool-0001 primary 40% 100 200(201%)
dedup-pool-0002 secondary 0% 100 100(100%)

Figure 2-20 Create Deduplicated Volume Screen (in a Cluster).

7 Click the Select Pool radio button on the pool that is to be used to provision the

volume.

If a deduplicated volume is being created in a Failover Cluster, the screen includes
information about the Primary or Secondary Storage Concentrator to be used to
service the IO’s for the volume. The volume inherits load balancing from the selected
pool.
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8 Click Undo to revert to the saved settings

9 Click Submit. A deduplicated volume is created. The Volume Security screen opens to
allow you to create an access control list and a CHAP secret for this volume from any
known hosts. For information on creating ACLs and setting a CHAP secret, see “Volume

Security”.

2.4.1.9 Creating a Thin Pool

The first thin pool has to be created before the system can execute the first request to create
a thin volume. The user will be redirected to the Thin Pool Create screen automatically.
Subsequent thin pools can be created by accessing the Thin Pool Create screen from the Thin
Volume Create GUI page. There are manual and auto Thin Pool Create options that are similar
to the same options for creating a regular volume, see “Creating a Volume” for more details.

Thin pools cannot be on an encrypted volume. If the system is a failover cluster, the pool’s
load balancing is inherited by all thin volumes that are provisioned in the pool. Thin pools do
not have Volume Security attributes because they are used internally as space is designated
for thin volume data segment allocation.

I T N I T I S
I TR

Create Deduplicated

Summary Replication Create New Volume Volume Configurations Volume Detail Volume Security
Create Deduplicated Volume
Volume Name volume-0013

Enter notes here.
Notes

Deduplicated Volume Create Deduplicated Pool Create

Desired Volume Size{(GB): 1

Committed

Select Pool Deduplicated Pool Name & Load Balancing Block Size Total (GB) (GB)
dedup-pool-0001 primary 4096 100 200(201%)
dedup-pool-0002 secondary 4096 100 100(100%)

Figure 2-21 Volume Management Thin Pool Manual Create Screen (No

Cluster)

2.4.1.10 Creating a Deduplicated Pool

The first deduplicated pool has to be created before the system can execute the first request
to create a deduplicated volume. The user will be redirected to the Deduplicated Pool Create
screen automatically. Subsequent deduplicated pools can be created by accessing the
Deduplicated Pool Create screen from the Create Deduplicated Volume GUI page. There are
manual and auto Deduplicated Pool Create options that are similar to the same options for
creating a regular volume, see “Creating a Volume” for more details.

Deduplicated pools cannot be on an encrypted volume. If the system is a failover cluster, the
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pool’s load balancing is inherited by all deduplicated volumes that are provisioned in the pool.
Deduplicated pools do not have Volume Security attributes because they are used internally
as space is designated for deduplicated volume data segment allocation.

I S S I ™ N

Volume Management - Deduplicated Pool Create

o Create Deduplicated
Summary Replication Create New Volume Voo

Configurations Volume Detail Volume Security

Deduplicated Pool Create

Deduplicated Pool Name dedup-peol.0003.
Block Size(KB) 1 [v]
Requested Pool Deduplication Ratio Limit (n:1) |

Enter notes here.
Notes

Auto Create Manual Create

Available Space(GB) 1556
Usable Space(GB) 1556

Block Total Available

Path Resource Name 4 Device Type = et =

Amount
To Add(GB)
170 2
0 sast Direct Arcess 512 25 3

TS sAs2 Direct Access s12 325 315

6 SATA1 Direst Access 512 651 317

JULL

'g :1”: SATAZ Direct Actess 512 €51 651

ActiveiActive Load Balance Preference

®
Active/Active Load Balancing - """
O Secondary

Figure 2-22 Volume Management Deduplicated Pool Manual Create Screen

(in a Cluster)

2.4.2 Volume Security

After a volume is created, security can be set using CHAP and an access control list. The
access control list allows hosts to access the storage on the volumes. (A host is a computer
connected to storage. Typically a host is a server running applications or providing services
that access and consumes storage.)

one host must be recognized by the Storage Concentrator. For more information on

@ Before attempting to create an access control list or setting a CHAP secret, at least
hosts, see “"Adding a Host".

2.4.2.1 About CHAP

CHAP (Challenge Handshake Authentication Protocol) allows you to set a Password or “Secret”
as a gatekeeper for communication between a host initiator and a volume. Combined, access
control lists and CHAP provide a high degree of security to ensure that only specified hosts
have access to Storage Concentrator volumes.

CHAP is supported at the Volume Level and at the Host level in the Storage Concentrator.
Depending on your host initiator, you may want to specify host CHAP, volume CHAP, both
host and volume with the same or different secrets, or use neither. (Please check with the
initiator manufacturer to determine what level of CHAP is supported at the host level.)
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The following are some sample CHAP scenarios:

You may first set up CHAP on the Storage Concentrator or on the Host. For example, to set up
Volume CHAP using the Microsoft software initiator:

1 When you are first setting up a Storage Concentrator, logout the host sessions and
make sure no ACLs apply to the volumes you will use with CHAP.

2 Log into the Storage Concentrator using the Microsoft Initiator without CHAP. Add a
target portal to the Microsoft Initiator, which causes a discovery login. You will now
have one host listed on the host page of the SC.

3 On the Storage Concentrator, create volumes and assign Read/Write access and a
CHAP secret per volume and per host.

4 Use the Microsoft Initiator GUI to login to an available target using the advanced
button and specify the CHAP secret that matches the CHAP secret on the Storage
Concentrator. If your CHAP secret does not match, you will be unable to get a
response from the Storage Concentrator.

If you wanted to set up Host Chap with the Microsoft Initiator:

1 When you are first setting up a Storage Concentrator, logout the host sessions and
make sure no ACLs apply to the volumes you will use with CHAP.

2 Add hosts on the Storage Concentrator using the Host Access screen and assign a
CHAP Username and Password.

3 Use the Microsoft Initiator GUI to add a Target Portal specifying the CHAP secret
that matches the CHAP secret on the Storage Concentrator. If your CHAP secret
does not match, you will be unable to get a response from the Storage
Concentrator.

To configure security settings for a volume, use the steps that follow:
The volume creation process brings you to this screen automatically. If you are
creating volumes at a different time, use the steps that follow.

1 On the Volume Management screen, click Volume Security. The Volume
Management Security screen appears.
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Configurations Volume Detail Volume Security
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Host Specific Access Control List for AsyncReplication
Access CHAP Host Name/Host IP Address  iSCSI Initiator Name Active Sessions
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Figure 2-23 Volume Management Security Screen

A list of hosts appears with the following information:

@ The list only contains hosts that currently have access to the selected volume.

Host IP Address: The IP address of the host is entered into the system in one of
two ways. It can be added automatically whenever a new host makes a
request to the Storage Concentrator, or it can be added manually in the
Hosts screen. For information on adding a host manually, see “Adding a
Host”.

Host Name: The name of the host may be entered into the system in one of two
ways. It can be added automatically whenever a new host makes a request
to the Storage Concentrator, or it can be added manually in the Storage
Concentrator administrative interface. If the name of the host is added
through the host request process, the name of the host will be the IP
address of the host. If the name of the host is added in the Storage
Concentrator, a user-defined name may be assigned to the host.

iSCSI Initiator Name: The name given to the initiator when it was created with its
vendor-specific software.

Active Sessions: The number of connections between the host and the currently
selected volume.

Show Hosts: The available hosts that can be given access to this volume.

2 From the volume list, select a volume to assign to the host.
3 Select the desired access permission:
None

Read Only: This permission is available only on volumes with the use type of
Managed and Pass Thru
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Read/Write: This permission is available only on volumes with the use type of Managed

4 Select CHAP by clicking on the Checkbox “Use Host User Name/Password if you
wish to associate the name of the iSCSI Initiator to the IP address shown.

To have access to this volume when CHAP is selected, the host initiator must know
the Specified CHAP Secret (password). Select a CHAP password that is the same as
that provided to the host initiator. For example, the Microsoft initiator requires
secret with 12 or more alphanumeric characters.

Most initiators support CHAP on the volume level, but some only support CHAP on the
host level. Some initiators support CHAP at both the Host level and the Volume level.
To specify a CHAP secret for a host, see "Adding a Host".

5 To add hosts that are allowed access to the volume, do one of the following:

a. Select a host from the Show Host list to allow a new host to have access to
this volume. Once selected, the host is added to the table. Assign the type of
access permission, and click Submit.

b. Click Show All to select all the available hosts, then assign the type of access
permission, and click Submit.

@ Click Undo to revert to the saved settings.
6 Click Submit

If there is a mismatch between the CHAP secret on the initiator and the Storage
Concentrator, you will get a target Alert message on the host.

2.4.2.2 Restoring the Encryption Keys to your USB drive

The USB drive holding encryption Keys may be lost or damaged. The Storage Concentrator
does not function properly if the Encryption Keys are missing at boot times and other volume
configuration points. The Storage Concentrator User Interface allows a non-encrypted USB
drive to be formatted and rebuilt as the official encryption USB drive. The non-encrypted USB
drive is identified on the System->Admin screen. The USB drive status states that the
current USB drive does not contain the encryption information for this Storage Concentrator’s
volumes. Once that status is encountered the USB drive may be rebuilt to contain the
encryption information for this Storage Concentrator. The rebuild/repair process requires the
Passwords that were used to create the individual volumes. Without these passwords the
USB drive cannot be restored.

Steps to restore the Encryption USB drive:

1 Navigate to the Volumes->Volume Security screen. The default screen contents refer
to assigning the volume to a specific host. The screen includes a button for the "USB
Key”. This button initiates the USB drive rebuild/repair process, or checks for USB
drive presence in the system. The “Rebuild” button has to be used to restore an USB
encryption drive by using a new USB device if the old one is not available for some
reason. The “Repair” button repairs an existing USB encryption drive if the drive does
not have valid encryption information for some of the encrypted volumes.
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Figure 2-24

2 Click on the “USB Key"” button to view the USB drive status. It should appear as shown
below. There should not be any encryption information on the drive. If the drive

contains information for a different Storage Concentrator, then the status information
will notify the user of such.

S e e e e
Volume Management - Volume Security - USB Key - Repair

Summary

Replicaion Create New Volume ~ C"®*'% DeduPlicated ¢4 nfigurations Volume Detail Volume Socurily
. -
Volume USB Key
Repair

Rebuild Schedule

USB Port Status
Have USB Disk without any volume encryption information. Please use valid disk.

Figure 2-25

Click on the “Rebuild” button to format and empty the USB drive. This prepares the

USB drive to hold the new encryption information. Click on the “Format” button to
start the format process.

I S e S N B N
Volume Management - Volume Security - USB Key - Rebuild Help
Summary

Replication Create New Volume ~ Create Deduplicated

Configurations Volume Detail Volume Security

e - |
Volume USB Key

Repair Rebuild Schedule

Format USB Disk
Found USB Disk that can be used to rebuild USB Encryption Key. Current data will be deleted from the disk and replaced with volume encryption information

Figure 2-26

A pop-up message confirms the format operation prior to deleting any information
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from the device. Click on OK to start the format process.

-

-
Message from webpage ﬁ

I.-"'_"“-.I All data on current USBE disk will be destroyed.
Y Do youwant to proceed?

| ok | [ concel

4 At the end of the format process the Storage Concentrator displays a pop-up

message to indicate success or failure. The following message appears after a
successful format.

-

Message from webpage ﬁ

L USE Disk was formatted successfully.

5 After the format process is complete, the screen will be updated to show the first
encrypted volume in the Storage Concentrator. Type the correct password in the
Password edit field and click on Submit to rebuild the first encryption key. Each
different encrypted volume is displayed in a similar screen. Enter the proper
password for each volume as they appear in the screen as shown below.

I B S I T B T
Volume Management - Volume Security - USB Key - Rebuild “

Summary Replication Create New Volume c"‘“evud':m““"“"m Configurations Volume Detail Volume Security

Repair Rebuild Schedule
Write Volume Encryption Information
Select Volume volume-0004 | v
Volume Password  esssssss o
Figure 2-27

If the entered password matches the original password, the correct data is placed
on the USB drive. If the entered password does not match the original the following
message is displayed. Click OK and try again.
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Message from webpage [éj

—

Volume encryption password does not match password provided
& I % during volume creation.
Please contact customer support to resolve this problem.

If the original password is not known or found by the time of the next reboot of the
Storage Concentrator (such as a software upgrade), the volume will become
unusable. Do not lose the list of Passwords! Make copies of the USB drive!

]
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2.4.2.3 Encryption USB Drive Check Scheduler

The USB drive holding the encryption Keys should be present in the system only when
encryption volume has to be created or deleted or in case a standalone Storage Concentrator
has to be rebooted. Most of time the drive should to be stored in a safe place away from the
Storage Concentrator. Users can set the scheduler to check for drive presence. If the USB
drive is present the scheduler has to generate log message with critical severity level. Users
can establish notifications that retransmit all messages with this severity through E-mail or
SNMP.

Steps to manage the Scheduler for Checking for the USB Encryption USB Drive:
o Navigate to the Volumes->Volume Security->USB Key->Scheduler screen.

Select the hour and minutes from the pull down menus and click "Submit” button to
set the time schedule. To delete the schedule, click on the check box under
“Remove From Scheduler” and then click on the “Submit” button.

I I S I N N =
I T B

Create Deduplicated

Summary Replication Create New Volume Vohame Configurations Volume Detail Volume Security

Volume USB Key

Repair Rebuild Schedule

Check for USB Encryption Disk

Put Into Scheduler: hours: INONE | minutes |0 W
Curmrent Scheduler
Hours. Minutes Remove From Scheduler
2 PM 16
[ seiectan | Desciectan | | sobmit |
Figure 2-28

2.4.3 Volume Configuration

The General Configuration screen allows you to view and edit the following settings:
Logical Volume Name: System name of the volume
Volume Notes: Descriptive notes about the volume
Volume Control: Settings that allow you to put the volume online or offline

iSCSI Target Name: To change the iSCSI name of the volume.

To edit Volume Configuration, use the steps that follow:
1 Select Volume Management

2 Select Volume Configuration
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3 Select General Configuration
4 Select the Volume you wish to edit from the drop down menu.
5 Edit the settings as desired.

@ Click Undo to revert to the saved settings.
6 Click Submit

The Volume Configuration screen will change depending on the volumes that have
already been created. The drop down menus will offer the volumes that are available

I T T T T N N N

I e NN
Summary Replication Create New Volume CWB'EVE:L;‘I"‘D:ICJNU Configure Volume Volume Detail Volume Security
[ BelRe L TE LGS Expand Volume Add Image Image Management Snap Management Thin Volumes Deduplicated Volumes
Select Volume volume-0003 |V
Logical Volume Name volume-0003
Notes e
(@
Volume Control - T
O Offline
iSCSI Target Name ign.2000-04.com.stonefly.214576b28acb9c 5f)
Copy Volume: volume-0003 To: | volume-D001| v Copy |

Figure 2-29 Volume Configquration Screen

2.4.3.1 Copy Volume

The Copy Volume function makes an exact copy of a spanned volume, a mirror volume, a
pass-thru volume, a thin volume, a deduplicated volume or a Snapshot Live Volume on Stand
Alone or Cluster of One Storage Concentrators. For Clusters of Storage concentrators the copy
can be executed for spanned and pass-thru volumes only. The copy destination must be the
same size or larger than the original. This function is primarily designed to create duplicate
volumes for disaster recovery or data distribution. You may run up to five (5) copies of any
volumes simultaneously.
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To use the copy volume function, you must first create a destination volume of the same size
or larger using the Create Volume Function (see section: “"Creating a Volume”). Once the
volume is created, you will need to copy from the original volume to the destination.

If a destination volume of an appropriate size has not been created, the
Copy Volume function will not display.

@ 1 Select Volume.

2 Click on Volume Configuration screen (as shown above).
3 Select the Volume you want to copy from the pull down menus at the top of the
screen.
4 Select the Volume you want to copy to from the pull down menu next to the Copy

Button. Only eligible volume selections will appear in this menu.

The volume you are copying from must be “Online” to be able to copy from it. Offline
volumes are not available to copy. There must be no hosts logged into the source or
destination volumes, and they remain inaccessible to hosts during the copy.

Volumes enabled with encryption are not eligible for the Volume Copy feature. A volume
must be copied by performing the copy at the host level to insure the encryption is performed
properly. The process includes:

1 Identify the volume to be copied.

o Create an encrypted volume to receive the data. The volume must be at least as
big as the original volume. If encryption is desired on the copy it must be chosen at
the time the copy is created. The system cannot guarantee the use of the same
encryption key on both the original and the copy.

o Mount the copy volume on the server and use a function of the host operating
system to copy from the original volume to the copy volume.
. Click Copy. The system will display the following message:
[ Message from webpage [é]1

"-.I WARNING: All data on the destination volume will be
' destroyed!

Please ensure that there are no iSCSI sessions active
to the source or destination volumes,

The sessions must be closed from the host to prevent
data corruption,

U Click OK to proceed with the copy, or click Cancel to
discontinue the operation,

oK l l Cancel
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o Click OK if you have already logged out all host sessions. If you have not logged
out all host sessions, click Cancel. If you click OK and all host sessions have not
been logged out, the system displays the following Alert message. Click OK.
Complete logging out all hosts and then proceed with the copy.

f Message from webpage @1
Copy cannot proceed.
! . One or more sessions are active on the source or destination volumes,
Please close the sessions on the host and try again,
o Once the copy has commenced, wait for it to finish before continuing.

Depending on the size of the volume, the copy function will take some time to
complete since it is creating a block-level copy of the entire volume. You may make
only one copy at a time. Once you have completed the first copy, you may make

additional copies of the volume.

2.4.3.2 Expanding a Volume

To increase the size of a volume after it is created,

1 Click Volume
2 Click Volume Configuration
3 Click Expand Volume. The Expand Volume screen appears.

With StoneFusion Version 3.0 or above you do not need to log out of sessions to a

volume on the host initiator before expanding a volume. You may expand the

volume while it is online. If you are running StoneFusion Version 2.2 or earlier, you
will need to log out all sessions to the volume on the initiators before expanding the volume.
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I N N e O N N
Volume Management - Expand Volume “

Create Deduplicated

Summary Replication Create New Volume Configure Volume Volume Detail Volume Security

General Configuration Add Image Image Management Snap Management  ThinVolumes  Deduplicated Volumes
Select Volume [Encrypted Campus ]
Current volume size: 10GB
Expand Volume
Amount To Add (GB) Path Resource Name 4 Device Type Block Size Total (GB) Available (GB)
17:00 sast Direct Access 512 325
17:00 sAs2 Direct Access 512 325 315
17.00 SATA1 Direct Access 512 651 n7
17:00 SATA2 Direct Access 512 851 651
E3

Existing Mappings
Segment Number Path Resource Name (Block Size) Segment Size GB Start Block End Block

1 17:00 SAS2 (512) 10 128 20971647

Figure 2-30 The Expand Volume Screen

Select the volume you wish to expand from the drop down menu. All available
resources are shown. Encrypted volumes appear on the dropdown list along with
the non-encrypted volumes.

Enter the desired expansion amount in GigaBytes. The minimum expansion amount
is 1 GB. The maximum size is equal to the Available GB. You do not need to
expand volumes symmetrically, except you must expand all images simultaneously
in mirror volumes. You may select space from one resource or expand multiple
resources to reach the desired expansion amount.

On the Host Server (Microsoft Windows):

1
2

&

Go to Disk Management.

From the top menu, select Rescan Disks, and you should see the extra blank
unallocated space beside your partition.

If you have Windows Server 2003, use the diskpart command to expand your
partition to include the extra disk space

If you have Windows Server 2008 or later, convert the disk to "Dynamic disk”. The
Microsoft initiator did not support dynamic disks in Server 2003, but it does for
Server 2008. Check the Microsoft initiator release notes for more information.

Right click on the original partition and expand/extend it to include the extra disk
space.

All images in a Mirror Volume must be expanded symmetrically and
simultaneously. For more information on Mirror Volumes, see “StoneFly Mirroring
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Overview”.

ﬂ Do not attempt to expand a Campus Mirror image or a Snapshot. Follow the
procedure below for expanding a Campus Mirror image. Expanding a Snapshot is
not possible but you may expand the Snapshot Live Volume and the Snapspace.

4 Click Submit to expand the volume.

@ If you previously logged out of the host sessions before expanding the volume,
remember to log the hosts back in to the volume after the expansion is complete.

2.4.3.3 Expanding a Volume with Campus Mirror Image

To expand a volume with a Campus Mirror image, you must follow the following steps:

1 Expand the volume used as the Campus Mirror image on the Secondary Storage
Concentrator.

Rediscover the volume on the Primary Storage Concentrator. Verify its size.

Go to the “Expand Volume” GUI page on the Primary Storage Concentrator and
execute the expansion.

2.4.3.4 Expanding a Volume with Asynchronous Mirror Image

To expand a volume with an Asynchronous Mirror image, you must follow the following steps:

1 Expand the volumes used as the Asynchronous Mirror image on the Remote Storage
Concentrator.

Rediscover the volume on the Primary Storage Concentrator. Verify its size.

Go to the “"Expand Volume” GUI page on the Primary Storage Concentrator and
execute the expansion.

2.4.3.5 Expanding a Snap-enabled Live Volume

1 Select the volume you wish to expand from the drop down menu. All available
resources are shown.

2 Enter the desired expansion amount in GigaBytes. The minimum expansion amount
is 1 GB. The maximum size is equal to the available GB.

3 If after expanding the volume you wish to expand the Snapspace as well, repeat the
procedure for the Snapspace.

4 After the expansion is complete, you may resume taking Snapshots.
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2.4.3.6 Expanding the Snapspace for a Snap-enabled Live Volume

1 An additional feature has been added that allows a user to expand the amount of
the Snapspace assighed to a Snap-enabled Live Volume through the Volume
Expansion menu. This feature is most useful for adjusting the space needed to hold
changes in Asynchronous Mirrors.

2 Navigate to the Expansion page. Select the Snap-enabled volume from the drop
down menu and select the Snapspace volume you wish to expand. Note that only
the Snapspace appears on the list. The size indicated is the size of the Snapspace.
(See image below)

3 The menu allows the amount of expansion to be entered for a specific resource.
Enter the amount in the text box to the left of the desired Resource.

4 Click Submit. The size of the Snapspace is automatically increased.

[ Vohmes | Moo [ seom | fewom | was [ oeen | ven | e |
Volume Management - Expand Volume “
Summary Replication Create New Volume c'““vz',m'““" Configure Volume Volume Detail Volume Security
General Configuration = b Add Image Image Management Snap Management  Thin Volumes  Deduplicated Volumes
Existing Volumes
Select Volume |AsyncReplication |v
Select Snapspace [AsyncReplication-space| ¥
Current volume size: 10GB
Expand Snapspace
Amount To Add (GB) Path Resource Name 4. Device Type Block Size Total (GB) Available (GB)
17.00 SAS1 Direct Access 512 325 273
17:00 SAS2 Direct Access 512 325 315
17:00 SATA1 Direct Access 512 651 317
17:00 SATA2 Direct Access 512 651 651
Existing Mappings
Segment Number Path Resource Name (Block Size) Segment Size GB Start Block End Block

1 17:00 SAS1(512) 10 46137472 67108981

Figure 2-31 Selecting the Snapspace to be Expanded

2.4.3.7 Removing Volumes

Do not remove a volume until all storage on that volume is moved to another
A location, either to another volume or to backup. If a volume is selected for
removal, a warning dialog box appears to remind you that all data will be lost.
To remove volumes, use the steps that follow:
1 Click Volumes. A list of all known volumes appears.

2 Click the check box under Delete for the volume to be removed.
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3 Click Submit to remove the volume.

4 The system asks if it is OK to proceed with the deletion. Click yes to continue. The
database tables in the Storage Concentrator are updated with the new status.

2.4.3.8 Removing Existing Hosts from the ACL

When a host no longer requires access to a storage volume, the host may be removed from
the ACL.

To remove a host from the ACL, use the steps that follow:

1 On the Volumes Summary screen, click Volume Security. The Host Specific
Access Control List appears. The list displays a line for each host that has been
given access to the volume. Typically there is only one line for one host. Other
types of host configurations, such as host Clusters, allow multiple hosts to be given
access to the same volume.

I T T N N B
T e [ |

Create Deduplicated

Summary Replication Create New Volume s

Select Volume [AsyncReplication v

Configurations Volume Detail Volume Security

Host Specific Access Control List for AsyncReplication

Access CHAP Host Name/Host IP Address  iSCS! Initiator Name Active Sessions

© None Use Host User Name/Password
O Read Only | S@LHostinBuIknG2 —|yjer Name s 21ara ian 199105 com microsoft w2012r2-1 naslab local 0
® Read/iitz | wsasasasnsas -l User Password

Show Host |Select Host 2] m

Figure 2-32 Volume Security Screen

2 Select a Volume from the volume list. The list of all hosts with access permission
appears. Each host is marked with their access permissions.

3 In the Access column, click None for the host that should no longer have access to
this volume.

@ Click Undo to revert to the saved settings.
4 Click Submit to remove access to this volume for this host.

2.4.4 Volume Detail

All essential information regarding the volume appears on the Volume Detail screen.

Active Sessions: The number of connections between the host and the currently selected
volume

ENG-114 V 8.0.2.x Copyright StoneFly, Inc. 2017 Page 73



Administrative Interface Storage Concentrator User Guide

Volume Block Size: The size of the blocks on the volume in bytes

Volume Size (GB): The size of the volume in GigaBytes
Volume Type:
Span is a volume type for a managed volume.
Pass Thru is the volume type for volumes on resources designated as pass thru.
Mirror is the volume type for volumes with any mirror images.
Dedup or Thin Volume for volumes provisioned at deduplicated or thin
pools.
Encryption: “Yes” or "No"” based on the way the volume was created.
Image Type: Either Synchronous or Asynchronous.

iSCSI Target Name: Name assigned to the resource during configuration.

SnapShots (Reserved): The number of snapshots used in Asynchronous Mirrors is
indicated inside the parentheses. The field does not appear for non-snapshot
volumes.

Allowed Hosts: A numbered list of hosts who are allowed access to this volume. The
Host is identified by its SAN IP Address.

MPIO enabled: Displays either Yes or No to indicate if MPIO is possible on this volume.
This shows only for legacy volumes created prior to Release 4.2.

Operational State: A resource can have one of the following states:
OK: The Storage Concentrator and the resource have initiated a session.

Off-Line: The Storage Concentrator is not able to successfully initiate a
session with this resource.

Ready: On pass thru resources only, this state displays if there is currently no
active front-end session between this resource and a host.

If the volume is a mirror, additional information on the images in the mirror volume is
displayed

e Unit Test: This field displays the results of the SCSI test unit ready
command.

Each volume is described as it exists on the storage devices in the storage pool:

¢ Segment Number: Ordinal number indicating a portion of the volume’s
allocated space. The numbers are most often associated with volume
expansions or using several resources in a Manual volume creation process.

e Path: The SCSI address of the Resource in the storage pool.
¢ Resource Name: Name assigned to the resource.

¢ Segment Size (GB): Total number of GigaBytes allocated to this segment
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from this particular resource.

e Start Block: Block humber where the volume segment starts on the
resource.

e End Block: Block number where the volume segment ends on the resource.

Volume Management - Volume Detail

Summary Replication Create New Volume c“”"‘*v'z_':::":i“"’d Configurations Volume Detail Volume Security

D e TTems T w e e | & |

Select Volumes

Select Volume

Snapshat

Select Snapshot
Select Snapspace

Active Sessions 0

Volume Block Size 512

Volume Size(GE) 10

Volume Type Span

Encryption Mo

Image Type MIA

Snapshot Type NA

i5CSI Target Name snapshot

Snapshots (Reserved) 63(0)

Allowed i5CS1 Hosts. 1) Windows-2012R2

Status for Snapshot

Storage Concentrator Operational State Unit Test
SC90 oK Good
sCe2 oK Good

Existing Mappings
Segment Number Path Resource Name (Block Size) Segment Size GB Start Block End Block

1 1700 SATAT (512) 10 2097280 23068799

Figure 2-33 Volume Detail Screen
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2.5 Hosts

In order for the Storage Concentrator to access the volumes that provide storage on the
network, the Storage Concentrator must recognize a host. There are two ways hosts can be
added so that the Storage Concentrator recognizes them.

One, the host may initiate the discovery of the Storage Concentrator. Refer to the vendor-
specific documentation for information on initiating discovery of external devices. Two, hosts
can be added manually in the Storage Concentrator's administrative interface.

2.5.1 Adding a Host

A host is added to the Storage Concentrator so that it can have access to the volumes which
provide storage on the network.

To add a host using the Storage Concentrator administrative interface, use the steps that
follow:

1 Click Hosts. The Host Management Summary screen appears, listing any
previously recognized hosts.

v | e | oo | e | ows | oo | v | e |

Host Management Help

Summary Detail Host Access Add New Host

Host Summary as of Fri 26 Jun 2015 12:46:13 PM PDT checkall - clear all

Host Name'v IP Address iSCSI Host Name Active Sessions Delete Host

10.10.60.108 10.10.60.106 iqn. microsoft vimw2k8r2-106 0

10.10.60.108 10.10.60.108 ign. microsoft.vmw2ker2-108

10.10.60.182 10.10.60.182 in.2000-04.com. stonefly: 002590938354

10.10.60.183 10.10.60.183 iqn2000-04.com stonefly:Dec 472522724

10.10.60.80 iqn.2000-04.com stonefly-003043123020
10.10.60.82 iqn_2000-04.com stonefly-DD304B0f0
10.10.60.132 iqn.1994-05.com.redhat 15c43cbi27e

10.10.60.112 iqn. 1991-D5.com microsoft w2012r2-1 naslab local

Ooooooooao

10.10.63.104 ign. microsoft viw2k8r2-104

Figure 2-34 Host Management Summary Screen

Click Host Name, IP Address, or iSCSI Host Name in the column heading to
change the sort order of the hosts.

2 Click Add New Host.
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e | e | esow | s | ows | s | ven | wen |

Host Management Help

Summary Detail Host Access Add New Host

Add New Host

New Host Info

IP Address
Host Name
i5CSI Host Name

Host Access

Use Host User Name/Password ]
User Name
User Password

Use Multipath Interfaces ]

Figure 2-35 Host Management Add New Host Screen

3 Enter the following information for the host:

IP Address

If the security option is going to be selected in the Volume ACL's screen, the host’s
IP address must be the one that is associated with the iSCSI initiator’'s name.

Host Name (may be the same as the IP Address)
iSCSI Host Name (the host name specified in the initiator for the host)

If you want to specify a User Name and Password for this host click on Use
Host User Name/ Password under Host Security. If you select this checkbox, you

will need to type in the appropriate CHAP User Name and Password in the fields
provided.

Some initiators only support CHAP at the Host level, and not at the Volume level.

Some initiators support both. If you specify a CHAP secret at the host level, you may

also specify a CHAP secret at the volume level only if your initiator supports this
feature. For more information on Volume CHAP, see “Volume Security”.

If there is a mismatch between the CHAP secret on the initiator and the Storage
Concentrator, you will get a target error message on the host.

4 Click Submit.

You can also add future hosts in the Host Management screen. Future hosts are those
that are not powered on, those that cannot initiate contact with the Storage
Concentrator, or those that are not installed yet.
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2.5.2 Editing a Host

The name and IP address of a host and the name of an iSCSI initiator can be edited from the
Host Details screen.
To edit Host information, use the steps that follow:

1 On the Host Management screen, click Detail. The Host Management Detail screen
appears.

e | | sewow | weewn | ms | o | ve | s |

Host Management Help

Summary Detail Host Access Add New Host

Host Details

Select Host 101060106 |v|

Host *10.10.60.106" Info

IP Address 10.10.60.106

Host Name 10.10.60.106

iSCS| Host Name ign microsoft vmw2kar2-106

Use Host User Name/Password m]

User Name
User Password

Use Multipath Interfaces

Figure 2-36 Host Management Detail screen

2 Select a Host from the host list.
3 Edit the fields as desired. They are:

IP Address — IP address assigned to the host. Edit as needed.

Host Name — Name assigned to the host appears here. Edit as needed.

iSCSI Host Name — Name assigned to the iSCSI host appears here. Edit as needed.

Use Host User Name/Password — If you have specified a CHAP secret on the Host Add
page, you can modify it here. Or, if you did not specify a CHAP secret when you
added the host, then you can do so here.

Select this option by selecting the checkbox if you are using Host CHAP. Under Host
Security, click on Use Host User Name/Password if you want to specify a User Name
and Password for this host. If you select this checkbox, you will need to type in the
appropriate CHAP User Name and CHAP Secret in the fields provided.

Some initiators only support CHAP at the Host level, and not at the Volume level.
Some initiators support both. If you specify a CHAP secret at the host level, you
may also specify a CHAP secret at the volume level only if your initiator supports
this feature.

If there is a mismatch between the CHAP secret on the initiator and the Storage
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Concentrator, you will get a target error message on the host.

Do not select this option and do not enter a username or password for the Host if
you will not be enabling CHAP Host Security.

User Name — The host name appears here. Edit as needed.

Password — Enter your CHAP Secret here. It must match the CHAP secret specified on
your initiator. Edit as needed.

Use Multipath Interfaces — If you have configured your Storage Concentrator (SC) and
this host to use multipath interfaces, you should set this check-box so that the
multipath interfaces will be exposed to this host during iSCSI discovery.

The default is to not expose multipath interfaces to a host.
This field is not shown when there are no multipath interfaces configured on the SC.

Multipath interfaces are managed on the "System -> Network -> Local iSCSI Data
Port" GUI page.

SC hosts that use this SC as an iSCSI target for campus mirror images, replication,

etc. do not support multipath interfaces. This check-box will be disabled for SC
hosts.

4 Click Submit.

2.5.3 Removing a Host

A host can be removed from the Storage Concentrator when it no longer requires access to
storage volumes.

To remove a host, use the steps that follow:
1 Click Hosts.

2 On the Host Management Summary screen, click the check box under Delete for
the host to be removed.

deselect all selected hosts.

Deleting a host will prevent it from having access to volumes managed by the

@ Click Select All if you wish to select all the hosts that are listed. Click Clear All to
A Storage Concentrator.

3 Click Submit to remove the host.

2.5.4 Host Access

The Host Access Screen is designed to allow easy management of hosts and their access to
volumes. You can change host security settings, access, and add new volumes to hosts.

To use host access, Click on Hosts, and then Host Access. The following screen appears:
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I B T O B A
Host Management
‘Summary Detail Host Access Add New Host

Select Host [Windows. 200872
Access Control Lists for Windows.2008R2

Access Security Volume Active Sessions
O None. [ use Host User Name/Password
(O Read Only User Name: Dedup1 [}
® Reaanrite User Password

O Neone [ Use Host User Name/Password

O Read Only User Name: Mimor []
® Roadirie User Password

O Mone [ Use Host User Name/Password

O Rezd Only User Name Thin\/1 o
® Readrite

User Password

Select Volume | Select A Volume - m

Figure 2-37 Host Access Screen

1 Select the Host desired using the drop down menu. If you select a Snapshot Live
Volume, Snapshots will be displayed.

2 Select Volumes from the drop down menu, or Click the Show All button to display all
volumes.

Change Security settings as desired.

4 Click Submit to save your changes.
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2.6 Sessions

The Sessions screen displays all active sessions between hosts and the Storage Concentrator
and allows a system administrator to arbitrarily end any session.

To display active sessions, use the steps that follow:

1 Click Sessions. The Sessions screen appears.

v | o | sow | e | W | own | e | ooww |

Active Sessions Help

Time Log Out

Session Host Storage Target
£ Host Name® Yolume \PAddress Concenfrator PAddress

Centosé.D Simple-Span 10.10.60.132 sca2 10106082  01:55:19 PM 06232015 [m]

Figure 2-38 The following information is listed for each active session:

Host Name — The Storage Concentrator's (SC's) name for the host that initiated the
session. Often, this name is based on the IP address that the host logs in from.

Volume — The volume name the iSCSI session is logged in to.

Session Host IP Address — The host's IP address that the host initiated the session
from. Since hosts may have multiple network interfaces, the IP address may vary
for sessions from the same host.

Storage Concentrator — The Storage Concentrator that the session is logged in to. In an
SC cluster, this could be either SC due to the Active/Active feature. This column is
only shown when there are two SC's in a cluster configuration. (Please consult the
sections on Active-Active Load Balancing contained in Section 3: Failover.)

Target IP Address — The SC's target IP address that the session terminates on. In an SC
cluster, or when there are SC multipath network interfaces defined, this address
may vary. This column is only shown when there are two SC's in a cluster
configuration, or there are SC multipath network interfaces configured.

Time — The date and time that the iSCSI session was established.

Logout — Click logout next to the session to be ended.

To end an active session, use the steps that follow:
1 Click Logout next to the session to be ended.

2 Click Submit to end the session. The session ends.

@ As long as the host has not been removed, the host can immediately log in again if
desired.
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2.7 System

The System Management screen provides information regarding the system setup, routing
network settings, and the configuration of the Storage Concentrator network settings for the
iSCSI Host GbE port, Management GbE port, target portals, and default gateway. System
configuration typically occurs at installation; the System Management screen allows these
settings to be edited at a later time.

2.7.1 System Information

The System Management screen also facilitates setting up the FailOver function. FailOver is a
process that automatically redirects user requests from a failed Storage Concentrator to the
other Storage Concentrator. That Storage Concentrator takes over the operations of the
failed system. For details on implementing the FailOver function, see “Setting up FailOver”.

The Storage Concentrator can be rebooted or shut down from the System Management
screen.

Diagnostic information that may be useful when troubleshooting hardware problems is also
available from the System Management screen.

Software upgrades are a system management function and are covered in a separate
@ section of this manual. For more information, see “Upgrading the Storage

Concentrator Software”.

The System Information screen is a view-only screen that displays the current settings of the
Storage Concentrator.

To access the System Information screen, click System. The System Management
Information screen appears.
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v | o | o | o | ws | e | e | |

System Management Heip
Information Admin Network Target Portals Diagnostics Notifications urs Fibre Channel
Select Concentrator E==a|

System Summary as of Fri 26 Jun 2015 12:55:46 PM PDT

System Name scen
iSCSl Initiator Name iqn. 2000-04.com stonefly-D03D45ideTae

Status up

Cluster Status Primary

iSCSI Host IP Address 10.10.60.91

Software Version 301.10

System Type MSC X8 1U teamed

‘Vendor Serial Number 003043FDETAC

Default Gateway 10.10.63.1

Free (%): Memory I Virtual / Disk / CPU 84/100/88/100

Equipped: Memory / Boot Disk | CPU Cores. 23GB /265 GB/8

Uptime 3 days 0 hours 28 minutes

CD Inserted No

IP Address 10.10.60.90 IP Address 10.10.63.90
Listening Port 3260 Net Mask 2552552550
Net Mask 2552552550 MTU 1482

MTU 1402

Figure 2-39 System Management Information screen

System Management information includes:
e System Name
e Status
e Cluster Status
e Software Version
e Serial Number
e Default Gateway
e iSCSI Host GbE Port settings
e Management Port settings
e Free Memory and CPU Utilization Percentages
¢ Uptime (in days, hours, and minutes)
e CD Contained in System Tray (Yes/No)

These settings can be modified after initial set up if there are changes to the network
configuration.

2.7.2 Local iSCSI Data Port Settings

To edit the Local iSCSI Data Port settings, use the steps that follow:
1 Click System.
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2 Click Network.
3 Click Local iSCSI Data Port Settings. The Local iSCSI Data Port Settings screen
appears.

(= T (e | = [ 5 [ & [ & ]

System Management Help.

Information Admin Network Target Portals Diagnostics Notifications uPs Fibre Channel

Local iSCSI Data Port Management Port Routing

Local iSCSI Data Port Settings.

Use Jumbo Frames O
Local Host GBE IP Address 10.10.60.0
Net Mask 255.255.255.0

Advanced: Network/Broadcast

iSCS| Host Cluster GbE Port Settings

Cluster Host iSCS| Listening Port 3260

Cluster IP Address 10.10.60.91

Select Concentrator

Select Concentrator SCE0[v

Network Interfaces.

Port  IP Address I Network MAC Address Lnk CurSpeed Dupl Type Max Speed Stats Used Use?

1d
B 101061227 D034EfisTad  Up  1GHs Ful b 160is Bond  [WPE]] =
B - 10.10.60.90 D03D4EReTZe  Up  1GDIs Ful g 160l Bond  [Bond [v
n 3 10.10.60.90 00:30:484deTaf  Up 1Ghls Ful  igb 1Gbls Bond [Bond v

* - Changes do not take affect unti after the SC has been restarted.

Ping Address

Ping Address Count [5 T+

Figure 2-40 Network Local iSCSI Data Port Settings screen

2.7.2.1 Use Jumbo Frames

Jumbo Frames are a standard TCP/IP method of packing more data into each transmission
unit. Ethernet has used 1514 byte frame sizes since it was created. The CRC adds another 4
bytes for a total of 1518. “Jumbo frames” extends Ethernet frame size to 8014 bytes (plus 4
CRC). The increase in frame size increases transmission performance, but networks must be
capable of carrying the larger frame size. Many external networks are not able to process
jumbo frames.

To use jumbo frames effectively, all devices on the network must be capable of processing

them—in an iSCSI network, that includes initiators, switches, storage, etc. Some initiators

are capable of supporting Jumbo Frames if they are set up with that option. If you intend to
use Jumbo Frames on the Storage Concentrator, set all other devices such as initiators and
switches to Jumbo Frames before selecting the Use Jumbo Frames option.
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When using Jumbo Frames on the network, all equipment must be configured with a Frame
size of 9014 excluding header size. If other equipment being used includes the header
size in its setting that amount needs to be added to the frame size. For switches and V-
LANs, 4 bytes must be added for CRC.

The Storage Concentrator can support Jumbo Frames by selecting the Use Jumbo Frames
box. Only you can determine if your network can support Jumbo Frames.

I S S I I N =
System Management Help
Information Admin Network Target Portals Diagnostics Notifications upPs Fibre Channel

Local iSCSI Data Port Management Port Routing
Local iSCSI Data Port Setfings.

Use Jumbo Frames
Local Host GBE IP Address 10106080
Net Mask 2552552550

Advanced: Network/Broadcast

iSCSI Host Cluster GbE Port Seftings

Cluster Host iSCSI Listening Port |3260

]
Message from webpage =)

Cluster IP Address

‘@' Only Jumbe Frame changes will be applied.
&Y' Other network changes will not be applied in a cluster setting.
" If other network setting changes are desired, please delete the cluster,
make the netwerk changes and reconfigure the Cluster
Al host sessions should be logged out during any changes.

Select Concentrator
|

Figure 2-41 The display when Jumbo Frame is selected

Press OK to use Jumbo Frames.

2.7.2.2 IP Address and NetMask

If you are using the dual or quad GbE port option, there is only one IP Address required for
the multiple ports. Plugging both ports into a GbE switch will provide the Adaptive Load
Balancing feature across the two ports. No features or configurations are required in the GbE
switch for this feature. See “Typical Configurations for using Dual iISCSI GbE Ports”.

2.7.2.3 iSCSI Listening Port or Cluster Host iSCSI Listening Port

The iSCSI Listening Port will show up either under Local iSCSI Data Port Settings or under the
iSCSI Host Cluster GbE Port Settings, depending on whether the Storage Concentrator is in a
stand-alone or FailOver Cluster configuration. The standard setting is 3260.

The iSCSI Listening Port is set to the industry standard of 3260. If an iSCSI
initiator is configured with the incorrect port number in the initiator’s
configuration software, it will not log onto the Storage Concentrator.
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2.7.2.4 Network Interfaces

The number of SAN ports is adjustable. The SC may contain 2 or more possible SAN ports. A
table of the Network Interfaces is displayed on this screen. The right-hand ‘Use?’ column
allows the Administrator to select the number of ports to be used in the SAN. The ports set to
‘None’ are idle and do not carry I0s. The left-hand column includes an "ID” button for each
Network Interface. The “ID” button flashes the lights on the selected port to allow cables to
be inserted into the correct ports on the equipment.

Use? — The 'Use?' column shows and controls the current configuration state for each
physical network interface. This column only appears when there is more than one
physical network interface available. The choices are:

Bond - This interface will be used as one of the main SAN data network interfaces. These
are the interfaces that are configured in 'Local iSCSI Data Port Settings' section of
the page.

There can be multiple bonded interfaces, but there always must be at least one.

When there are multiple bonded interfaces, traffic is dynamically distributed
amongst the interfaces to balance the load.

Note however that network bonding never uses more than one network interface to
a single iSCSI host port at a time, although all bonded interfaces can be in use
when there are multiple hosts.

Note that some SC platforms do not support network bonding -- for those, selection
of only a single 'Bond' interface will be allowed.

None - This interface will not be used.

MPath - Short for multipath, this interface will be used as an extra interface for hosts that
support iSCSI storage multipathing.

Multipath interfaces are added when there is a need for more than a single network
interface bandwidth between the SC and a single iSCSI host.

Use of Multipath interfaces is never required. iSCSI hosts often need additional
configuration to use multipath interfaces.

Each multipath interface is configured with its own unique IP network address (e.g.
192.168.1.0, not a full IP address). The full multipath interface address is formed
from the host portion of the 'Local iSCSI Data IP Address ' setting.

When an interface is first changed to 'MPath’, the network field will be blank. This
must be changed to a valid network address before the interface can be used.

Multipath interfaces are only used by hosts that are configured for, and enabled to
use them. The setting to enable their use is found on the "Hosts -> Detail” GUI

page.

7 Click Submit to change the iSCSI Listening Port network settings.
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2.7.2.5 Ping

Ping is available on the iSCSI Host GbE Port Network Settings, the Management Port Settings
Screen and the Routing Screen. The feature works the same on all three pages. To ping a
network IP address:

1
2

Enter the IP address in the field provided.

Enter the number of times you would like the ping to attempt.

If you are using “Jumbo Frames” (see “Local iSCSI Data Port Settings”), then you
may Ping in Jumbo Frames. This option only shows up if you have already selected
the Jumbo Frames option for the Local iSCSI Data Port setting. Click the checkbox if
you would like to Ping using Jumbo Frames.

Click on the Ping button to execute the ping. The Storage Concentrator will report
back whether the ping was successful.

2.7.3 Network and Broadcast IP Settings

The Storage Concentrator automatically configures the network and broadcast IP settings
based on the IP address and netmask settings. These settings can be manually changed
through the Advanced: Network/Broadcast screen.

To edit the network or broadcast IP settings, use the steps that follow:

1

2
3
4

Click System.
Click Network.
Click iSCSI Data Port or Management Port.

On the iSCSI Data Port screen or the Management port screen, click Advanced:
Network/Broadcast.

The following screen appears when Advanced: Network/ Broadcast is selected from
the Local iISCSI Data Port Settings screen.
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Lo e Tes Tmw T m e & [ o |

System Management Help.

Information Admin Nefwork Target Portals Diagnostics Notifications uPs Fibre Channel

Local iSCSI Data Port Management Port Routing

Default Gateway

Default Gateway 10.10.62.1

Management Port Settings
Use DHCP

IP Address 10.10.62.90
Net Mask 2552552550

Advanced: Network/Broadeast

Select Concentrator

Select Concentrator SCE0[~

Network Interfaces.

d Port IP Address MAC Address. Link Cur Speed Duplex Type Max Speed Stats

n 0 10.10.63.90 00:30:48:fd-eT-ac up 100Mbis Full igh 1Gb/s m

Ping Address

Ping Address Count [5 T m

Figure 2-42 System Management, Network and Broadcast IP settings
screen

The Storage Concentrator must be rebooted after changing network settings. If you

have completed your changes, reboot now. Otherwise, continue with your changes and

reboot when finished. For more information on rebooting, see “Rebooting the Storage
Concentrator”.

2.7.3.1 Management Port and Default Gateway Settings

Network settings can be modified after initial set up if there are changes to the network
configuration.

Enter the appropriate values in these fields:
Default Gateway
IP Address
NetMask

Click Undo to revert to the saved settings.
Click Submit to send the configuration information to the database.

The following screen might appear.
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screen. Your changes will still take effect, however you will need to manually set

@ Depending on the speed of your browser connection, you may not see this
your browser’s URL to point to the new IP address.

7 5
Message from webpage Ié]

& This changes access to the system.
¥' Are you sure you want to continue?

If 5o, please give the system a few moments to complete the
update before trying to re-access the system.

The new address to access the system is at https://10.10,63.101

[ ok || Cconcel ]:

Figure 2-43 System Management Port Change screen

Click the new IP address to confirm the change to the Management GbE Port setting.

2.7.3.2 Network Interfaces

The Network Interfaces table is to provide information about the Management Port. The “ID”
button may be used to flash the lights of the correct port on the equipment. In addition,
some basic network statistics are available by clicking on “Stats”. No selections are required
for the Management port. (See the description of the iSCSI Data Port)

The Storage Concentrator automatically configures the network and broadcast settings based

on the IP address and NetMask settings. The network and broadcast settings can
@ be manually changed through the Advanced: Network/ Broadcast screen. For

more information on editing the network and broadcast settings, see "Network
and Broadcast IP Settings”.

2.7.4 Routing

To access hosts on other networks, routing information to those networks must be configured
in the System Management Routing screen. If the host to be communicated with has a
network setting different from the one listed in the iSCSI Host GbE screen a route must be
added. For example, if the Storage Concentrator network setting is 26.34.128.50 and the host
network setting is 106.39.212.6, a route to the host must be configured.

A route to a host that is no longer needed can be deleted from the routing screen.

To configure the routing information, use the steps that follow:
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1 Click System.
2 Click Network.
3 Click Routing. The Routing screen appears.

s | v | smow | wem | ws | swem | m | e |

System Management Help

Information Admin Network Target Portals Diagnostics Notifications UPS Fibre Channel

LocaliscsiDamport | Manegement port
Current Route Settings
Select Concentrator SCon[v |

Route Network Net Mask Gateway Device Add | Delete
1 10.1063.0 2552552550 o LAN A
2 10.10.60.0 2552552550 = SAN WA
3 default 0.0.00 10.10.63.1 LAN A

Add New Route SAN [ ada

Ping Address
Ping Address Count [5T] m

Figure 2-44 System Management, Routing screen

4 For Storage Concentrator FailOver Clusters, select the Concentrator IP address from
the drop down menu. If changing the routing information for a FailOver Cluster,
you must change the Routing information for both the Primary unit and the
Secondary unit.

5 In the Add New Route fields, enter the Network, Netmask and Gateway
settings for the new route.

6 Click the Add check box.

7 Click Submit to configure the routing information.

To remove a route from the Storage Concentrator, use the
steps that follow:

1. Click the delete radio button next to the host whose routing information is to be
removed.

Only host routes that do not specify the network itself can be
deleted, and only one host route can be selected for deletion at
a time.

5 Click Submit to remove the route. The Storage Concentrator is updated to remove
the host route from the database.

2.7.5 Administrative Functions

Administrative functions that are available from the System Management screen include
assigning the Storage Concentrator a new system name, changing the default number of log
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records for the database, rebooting and shutting down the system, and setting the date and

time. Performing software upgrades and saving and restoring user configuration information
are done through the Admin screen.

e | e | cewow | mewn | s | owen | v | e

System Management Help

Information Admin Network Target Portals Diagnostics Notifications uPs Fibre Channel

General iSNS Auto Save Restore FailOver Licensing Monitoring NAS Server DNS Server

System Information

System Name sc80

Max number of logs s000

Shutdown Reboot System

=] ==

USB Encryption Disk Status

5C90: Have USB Disk with valid volume encryption information. For security, do not leave the disk installed. Store
d itin a nearby secure location.

5C92: No USB Disks are found

Domain Name Service Client (For NTP and EMail}

Primary DNS 10.10.63 102
Secondary DNS
Use DNS

Figure 2-45 System Management, Admin screen — part 1

Storage Concentrator Discovery

Use SC Discovery m

CIFS User Policies

CIFS User Bad Password Lockout Count 3

CIFS User Bad Password Lockout Duration in Minutes 60

Console Password

Console Password

Console Password Confirm

Only Allow GUI Logins From the Management Network

Restrict GUI Logins to Mgmt Network O

Set Time
Current Time: Jun 26, 2015 13:24:26 PDT

Primary NTP Server 10.10.63.102

Secondary NTP Server

Use NTP
Morth [Jun [%] Day Year[2015]~] Hours. Minutes
Time Zone [US-Pacific Time

Figure 2-46 System Management Admin screen — part 2

To change the system name and the number of log records, use the steps that follow:
1 Click System.

2 Click Admin. The System Management Admin screen appears.
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oo o Tem Tee Tm | - [Es [ s |
System Management Help
Information Admin Network

Target Portals Diagnostics

Notifications UPs Fibre Channel
iSNS Auto Save Restore FailOver Licensing Monitoring NAS Server DNS Server
System Name SC(10.10.63.183)
Max number of logs 5000
[ unao ] suom |
==a
Figure 2-47 System Management Admin screen
3

Edit the System Name for the Storage Concentrator, if desired

Change the number of records for the database in the Max # of logs field, if
desired.

@ The maximum number of logs is the number of log records kept in the database. When

this number is reached, the oldest record is overwritten when a new record is added
This prevents the log table from using up too much disk space.

5 Click Reboot.

@ The Storage Concentrator must be rebooted for the new log settings to be recognized.

2.7.6

Rebooting the Storage Concentrator

The system will require rebooting after network configuration changes, and following restoring
user configuration data.

To reboot the system, use the steps that follow:

1 Click System.
2 Click Admin. The System Management Admin screen appears.
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I I N I N N
System Management Help

Information Admin Network Target Portals Diagnostics Notifications uPs Fibre Channel

m iSNS Auto Save Restore FailOver Licensing Monitoring NAS Server DNS Server
System Information

System Name SC(10.10.63.183)

Max number of logs 5000

Shutdown Reboot System
=] E==]

Figure 2-48 System Management Admin screen
3 Click Reboot.

2.7.7 Shutting Down the Storage Concentrator

The Storage Concentrator must be shut down when adding or reconfiguring resources.

To shut down the system, use the steps that follow:
1 Click System

2 Click Admin.
The System Management Admin screen appears as above.

3 Click Shutdown. (Unlike other Storage Concentrators, the High Availability Storage
Concentrator, or HSC, does not power off during a shutdown. Wait until all activity
lights are quiet and use the power switch to turn it off.)

Unlike a reboot, a shutdown of the Storage Concentrator will require physical
access to power it back on.

2.7.8 USB Device Status

USB port statuses are reported on the System->Admin GUI page. Most of the reports are
self-explanatory:

USB port statuses for primary SC:

e Have Encryption Keys Disk with valid volume encryption information.

¢ Have Encryption Keys Disk with valid volume encryption information. For security, do
not leave the disk installed. Store it in a nearby secure location.

e Have Encryption Keys Disk that can be used to store volume encryption information.

e Have Encryption Keys Disk that is dedicated to another StoneFly service. Please insert
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another disk.

Access to Encryption Keys disk is blocked by another StoneFly service. Please repeat
request later.

No Encryption Keys Disks are found. Insert disk with encryption information into this
system when needed.

No Encryption Keys Disks are found. Please insert disk with encryption information.
More than one Encryption Keys Disk with volume encryption information is detected.
Please use no more than one encryption disk.

Have only a non-DOS formatted USB Disks. Please use DOS formatted disks.

Have Encryption Keys Disk with invalid volume encryption information. Please use valid
disk.

Have Encryption Keys Disk without any volume encryption information. Please use
valid disk.

Have Encryption Keys Disk with encryption information for invalid volumes. Please use
appropriate disk.

Encryption Keys Disk lost some of the encryption information but can be repaired.
Have valid Encryption Keys Disks on different clustered Storage Concentrators. Please
remove Encryption Keys Disk from the Secondary Storage Concentrator
{<SC_Name>}.

USB port statuses for secondary SC:

Have Encryption Keys Disk with valid volume encryption information. For security, do
not leave the disk installed. Store it in a nearby secure location.

Have Encryption Keys Disk that can be used by any StoneFly service.

Have Encryption Keys Disk that is dedicated to another StoneFly service.

Access to Encryption Keys disk is blocked by another StoneFly service.

No USB Disks are found.

More than one Encryption Keys Disk with volume encryption information is detected.
Please use no more than one encryption disk.

Have only a non-DOS formatted USB Disks. Please use DOS formatted disks.

Have Encryption Keys Disk with invalid volume encryption information.

Have Encryption Keys Disk without any volume encryption information.

Have Encryption Keys Disk with encryption information for invalid volumes.
Encryption Keys Disk lost some of the encryption information but can be repaired.
Have valid Encryption Keys Disks on different clustered Storage Concentrators. Please
remove Encryption Keys Disk from the Secondary Storage Concentrator
{<SC_Name>}.

Have Encryption Keys Disk with valid volume encryption information. Please remove
this disk.

If these reports are displayed please consult StoneFly Support:

Unknown problem with USB device.

Unknown problem with database.

Failure to assign USB device to encryption service.

Invalid argument.

Failure to copy encryption information to USB Disk.

Failure to delete volume encryption information from USB Disk.

Invalid command.

Failure to create digest for encryption password. Please contact customer support to
resolve this problem.

Volume encryption password does not match password provided during volume
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creation. Please contact customer support to resolve this problem.
Failure to format USB Disk.
Failure to access secondary SC.

GUI Log messages also report the status of the USB port:

SC {<SC_NAME>}: have Encryption Keys Disk with valid volume encryption
information.

SC {<SC_NAME>}: have Encryption Keys Disk that can be used to store volume
encryption information.

SC {<SC_NAME>}: have Encryption Keys Disk that is dedicated to another StoneFly
service. Please insert another disk.

SC {<SC_NAME>}: access to USB port is taken by another StoneFly service. Please
repeat request later.

SC {<SC_NAME>7}: no USB Disks are found. Please insert disk with encryption
information.

SC {<SC_NAME>7}: more than one Encryption Keys Disk with volume encryption
information are detected. Please use no more than one encryption disk.

SC {<SC_NAME>}: have only non-DOS formatted USB Disks. Please use DOS
formatted disks.

SC {<SC_NAME>}: have Encryption Keys Disk with invalid volume encryption
information. Please use valid disk.

SC {<SC_NAME>}: unknown problem with USB device.

SC {<SC_NAME>}: unknown problem with database.

SC {<SC_NAME>}: failure to assign USB device to encryption service.

SC {<SC_NAME>}: invalid argument.

SC {<SC_NAME>}: failure to copy encryption information to Encryption Keys Disk.
SC {<SC_NAME>}: failure to delete volume encryption information from Encryption
Keys Disk.

SC {<SC_NAME>}: invalid command.

SC {<SC_NAME>7}: have USB Disk without any volume encryption information. Please
use valid disk.

SC {<SC_NAME>}: have Encryption Keys Disk with encryption information for invalid
volumes. Please use appropriate disk.

SC {<SC_NAME>}: failure to create digest for encryption password. Please contact
customer support to resolve this problem.

SC {<SC_NAME>}: volume encryption password does not match password provided
during volume creation. Please contact customer support to resolve this problem.

SC {<SC_NAME>}: failure to format USB Disk.

SC {<SC_NAME>}: Encryption Keys Disk lost some of the encryption information but
can be repaired.

SC {<SC_NAME>}: failure to access secondary SC.

SC {<SC_NAME>}: have valid Encryption Keys Disks on different clustered Storage
Concentrators. Please remove Encryption Keys Disk from the Secondary Storage
Concentrator.

SC {<SC_NAME>}: have Encryption Keys Disk with valid volume encryption
information. It's insecure to keep disk in the USB port permanently.

SC {<SC_NAME>7}: more than one Encryption Keys Disk with volume encryption
information are detected. It's insecure to keep disk in the USB port permanently.

SC {<SC_NAME>}: have Encryption Keys Disk with encryption information for invalid
volumes. It's insecure to keep disk in the USB port permanently.

SC {<SC_NAME>}: Encryption Keys Disk lost some of the encryption information but
can be repaired. It's insecure to keep disk in the USB port permanently.

SC {<SC_NAME>}: have valid Encryption Keys Disks on different clustered Storage
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Concentrators. It's insecure to keep disk in the USB port permanently.

2.7.9 Using DNS

The Storage Concentrator supports DNS (Short for Domain Name System or Service or
Server), an Internet service that translates domain names into IP addresses. Because
domain names are alphabetic, they’re easier to remember. The Internet however, is really
based on IP addresses. Every time you use a domain name, therefore, a DNS service must
translate the name into the corresponding IP address.

The Storage Concentrator supports DNS only for NTP and SMTP services. DNS for data or
management traffic is not supported.

To use DNS, you must provide the IP address of the DNS server.

To Use DNS, use the steps that follow:

1 Enter a primary IP Address in the field provided.

2 Entering a secondary IP address for an additional DNS server is optional.
3 Select the Checkbox “Use DNS.”

4 Click Submit

2.7.10 Storage Concentrator Discovery

The Storage Concentrator supports the ability to discover neighboring SC's for more
convenient GUI access to them. Discovered SC's appear on the GUI home page.

SC Discovery is achieved through the use of the Service Location Protocol (SLP) which uses
broadcast and multicast IP frames over the management network.

SC Discovery is enabled by default. However, should the installation or network environment
be such that this feature is unnecessary, or undesired, it may be disabled by clearing the Use
SC Discovery check-box and clicking Submit.

Note: Only Storage concentrators that are operational are discovered and displayed. SC's
running a SW version that does not support SC Discovery will not be detected. SC's that have
Use SC Discovery disabled will not be discovered by other SC's.

2.7.11 CIFS User Policies

2.7.11.1 CIFS User Bad Password Lockout Count

For NAS Volumes using the CIFS protocol, the CIFS account can be automatically locked out
after the specified number of bad password login attempts. Once the account is locked out,
further attempts to login will fail until the lockout duration period has expired, or the
administrator manually unlocks the account. Use '0' to never lockout the account.
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Changing this setting takes immediate effect, an SC reboot is not required. This field only
appears when the NAS feature is licensed.

A locked out NAS Volume account is indicated on the NAS Volume Management Configure
Volume GUI page, and can be unlocked by the administrator there.

2.7.11.2 CIFS User Bad Password Lockout Duration in Minutes

For NAS Volumes using the CIFS protocol, the CIFS account can be automatically locked out
for the specified humber minutes after a number of bad password login attempts.

Once the account is locked out, further attempts to login will fail until this lockout duration
period has expired, or the administrator manually unlocks the account. Use '-1' to never reset
the lockout, and require that the administrator reset the account.

Changing this setting takes immediate effect, an SC reboot is not required. This field only
appears when the NAS feature is licensed.

A locked out NAS Volume account is indicated on the NAS Volume Management Configure
Volume GUI page, and can be unlocked by the administrator there.

2.7.12 Console Password

Allows for the Storage Concentrator system console and serial port CLI menu login 'console’
password to be changed to value different from the published default.

If the password is not changed here, it remains the default value.
In an SC cluster, this setting applies to both concentrators -- it is a global setting.

Changing this setting takes immediate effect; an SC reboot is not required.

2.7.13 Only Allow GUI Logins From the Management Network

Restrict GUI Logins to Mgmt Network-- By default, the Storage Concentrator allows GUI
login sessions over both the Management and the SAN networks.

There are cases where an installation may need to restrict the GUI logins to only be allowed
from the Management network.

In an SC cluster, this setting applies to both concentrators -- it is a global setting.

Changing this setting takes immediate effect; an SC reboot is not required. However, the
browser session will be reset, and a GUI page refresh or a login may be required.
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2.7.14 Setting the Time and Using NTP Services

To change the date and time settings, use the steps that follow:

1 Click System.
2 Click Admin. The System Management Admin screen appears.
3 In the Set Time area of the screen, change the month, day, year, hour, minutes,

and time zone settings as needed.

Cumrent Time: Jun 26, 2015 13:35:16 PDT

Primary NTP Server 101063248
Secondary NTP Server

Use NTP

Month [Jun [~ Day [26]~ ear Hours [13[] Minutes [35[]

vl

Time Zone [US:Pacific Time

2015[~]

Figure 2-49
4 Click Submit.

@ Be sure to use the 24 hour clock when setting the hour. For example, 12:00 p.m. is
hour 12, 1:00 p.m. is hour 13, and 2:00 p.m. is hour 14, and so on.

2.7.14.1 Using an NTP Server:

The Storage Concentrator can utilize an NTP (Network Time Protocol) server to set its internal
clock. NTP is an Internet standard protocol that assures accurate synchronization to the
millisecond of computer clock times in a network of computers. An NTP Server synchronizes
client workstation clocks to the U.S. Naval Observatory Master Clocks. Running as a
continuous background on the Storage Concentrator, NTP sends periodic time requests to the
NTP server, obtaining time stamps and using them to adjust its clock.

The Storage Concentrator can’t be used as an NTP server. It accesses the specified
@ NTP server on the network to set its internal clock.

1 Enter the address of the NTP server. If you have specified a DNS server, you may
enter the name of the DNS server rather than an IP address.

2.7.15 iSNS

Internet Storage Name Service (iSNS) facilitates automated discovery, management and
configuration of iISCSI devices on a TCP/IP network. In any storage network, hosts (initiators)
need to know which storage resources (or targets) they can access.
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An Internet storage name server lets servers automatically identify and connect to authorized
storage resources.

To use iISNS:
1 Click on the checkbox on the iSNS page to select it.
2 Enter the IP address of the iSNS server.

3 Click Submit.

To turn iSNS off, uncheck the box and click Submit.

e s icensing onitoring er
Use iSNS
ISNS Server IP Address 101020021 x

Figure 2-50 iSNS Screen

2.7.16 Auto Save

The Auto Save feature provides backup of user configuration data in the unlikely event that
the Storage Concentrator goes down. Once Auto Save is set up, any configuration changes
will automatically copy the information to an FTP site or to a local device such as the floppy
drive or a USB Flash drive.

To Auto Save to an FTP site, use the steps that follow:
1 From the System screen, click Admin.

2 Click Auto Save. The System Management Auto Save screen appears.

s | | eow | rews | ows | oown | ven | wn |

System Management Help

Information Admin Network Target Portals Diagnostics. Nofifications UPS Fibre Channel

General iSNS Auto Save Restore FailOver Licensing Monitoring NAS Server DNS Server
Auto Save to Remote Server
[ Enable Auto Save to Remote FTP Server

IP Address

Directory

®
Transfer Type ® Passive
O Non Passive

Status NiA

Auto Save to Local Device Information

[J Enable Auto Save to Local Device

Device none v

Status NiA

Figure 2-51 System Management Auto Save screen
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3 Click the check box for Enable Auto Save to Remote FTP Server and then enter
the appropriate information into these fields:

IP Address: IP address of the remote FTP server for backup
User Name: The FTP user name
Password: The FTP password

Directory: The FTP directory path to the location where the configuration data is
going to be saved. The data is saved to the filename StoneFlyDB.tar.gz. The
data is encrypted during backup and decrypted during restore.

This file should be saved to a secure location, and made accessible only by the user
@ dedicated for backup.

In an environment where there is more than one installed Storage Concentrator, it is
imperative that each Storage Concentrator has its own directory path to store the FTP
information.

4 Click Submit to initiate the Auto Save process to an FTP site.

@ The Auto Save process is initiated immediately upon clicking submit.

The status field shows the current status of the FTP server. It will display all FTP
messages, including Alert messages in case of failure.

To Auto Save locally to a floppy disk or USB Flash drive, use the steps that follow:
From the System screen, click Admin.
Click Auto Save. The System Management Auto Save screen appears.

Remove the front bezel and insert a floppy disk into the floppy drive on the front of
the Storage Concentrator or insert a USB Flash disk into any available USB port. Do
not use both the USB Flash disk and the floppy.

device must be inserted into BOTH the Primary and Secondary Storage

If you are using a Storage Concentrator FailOver Cluster, the same type of storage
@ Concentrators. Otherwise the database backup will fail depending on which unit is

Primary.
4 Click the check box for Enable Auto Save to Local Device.
5 Choose the appropriate device from the device list.
6 Click Submit to initiate the Auto Save process to a local device.
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:§ The Auto Save process is initiated immediately upon clicking submit.

7 The status field shows the current status of the device.

2.7.17 Restore

Restore allows the user configuration data that was saved with the Auto Save function to be
retrieved.

To retrieve user configuration data from the FTP server, use the steps that follow:
1 From the System screen, click Admin.

2 Click Restore. The System Management Restore screen appears.

I N S T T BN

System Management Help

Information Admin Network Target Portals Diagnostics Notifications uPs Fibre Channel

General iSNS Auto Save FailOver Licensing Monitoring NAS Server DNS Server
Restore from Remote FTP Server

IP Address
User Name
Password
Directory

® Passive

Transfer Type -
O Mon Passive

Restore from Remote FTP Server
Device none [~]

Figure 2-52 System Management, Restore screen

3 Enter the appropriate information into the Restore from Remote FTP Server
fields:

IP Address: IP address of the remote FTP server for backup
User Name: The FTP user name
Password: The FTP password

Directory: The FTP directory path to the location from where the data will be
retrieved. The filename is StoneFlyDB.tar.gz

@ The status field shows the current status of the FTP server.

3 Click Submit to initiate the restore process.

Following the restore process, the Storage Concentrator automatically reboots.
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To retrieve user configuration data from a local device, use the steps that follow:

1 From the System screen, click Admin.
2 Click Restore. The System Management Restore screen appears.
3 Remove the front bezel of the Storage Concentrator. Insert the floppy disk that was

used in the Auto Save process into the floppy drive on the front of the Storage
Concentrator or insert a USB Flash disk into any available USB port.

4 Choose the appropriate device from the device list.

@ The status field shows the current status of the device.

5 Click Submit to initiate the restore process. Following the restore process, the
Storage Concentrator automatically reboots.

2.7.18 Feature Licensing

After StoneFusion release 6.0.1.x some features are individually licensed. The process
requires a System Serial Number to create the keys. A license key is specific to only one
feature on one Storage Concentrator. The keys are not transferable to any other system.
Any change to the Serial Number requires a new license key.

All SC systems now require a “StoneFusion Base OS” license. Otherwise they are considered
as time limited evaluation systems. New systems are pre-licensed during production
installation. Upgrades from older releases are implicitly "StoneFusion Base OS” licensed.

Most SC systems now require an “Advanced Features” license. This license is needed to
enable support for SC Clustering, Synchronous Mirrors, Campus Mirrors, Remote Managed
Storage, etc. The “"Advanced Features” license is also a prerequisite for other licensed features
such as “Asynchronous Replication”, “Thin Volumes”, “"Deduplicated Volumes” and “Volume
Encryption”. Storage Concentrator Systems without “"Advanced Features” licenses are
generally simple, application specific systems that have no need these features. New systems
are pre-licensed for “"Advanced Features” during production installation. Upgrades from older
releases are implicitly "Advanced Feature” licensed.

Features can now be licensed for Evaluation. Evaluation licenses allow a feature to be used for
a limited time before a purchase decision is made. Contact StoneFly Customer Support to
obtain Full or Evaluation Feature Licenses for your Storage Concentrator.

The NAS Volumes license couldn’t be enabled on cluster of one or clustered systems. To do
this, have to delete cluster, enable NAS volumes license on both systems and re-create the
cluster.
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The Max Hosts license limits number of hosts that can be added to the list of available hosts
and number of hosts that can perform iSCSI discovery on the system. Hosts that are resident
on other Storage Concentrators are not included into this limit.

The Max Provisioned Space license limits total size of resource space that is used to allocate:

volumes, deduplicated and thin pools that are provisioned as a spans;
volume’s synchronous images, deduplicated and thin images are excluded;
images of thin and deduplicated pools;

pass thru volumes;

NAS volume segments;

NAS metadata segments.

The Max Provisioned Space license does not limit space allocated by:

e shap spaces;
¢ system metadata volume

and it does not include the size of:

thin and deduplicated volumes;
thin and deduplicated images;
asynchronous images;
snapshots;

NAS volumes;

NAS metadata volume;

NAS volume snapshots;

Flash Cache Caching devices.

Upgrades from older releases are implicitly "Max Provisioned Space” and “Max Hosts”
unlimited licensed. Host access to system with expired “"Max Provisioned Space” or “Max
Hosts” Evaluation license is disabled.

1 The licensing feature is accessed on the System->Admin screen as shown in the
partial screen below. Click on the Licensing link to display the screen on which the
license keys are entered.

Welcome, stonefly! ST VYR S Home  Support Log Out

STONEFLY,
I T I T = T

System Management Help.

Information Admin Network Target Portals Diagnostics Notifications UPS Fibre Channel

m ISNS Auto Save Restore Failover Licensing Monitoring NAS Server DNS Server

System Name TsCa2

Max number of logs 5000

Figure 2-53 System Management, System Information Screen

2 The Licensing screen displays the System Serial Number that must be submitted to
StoneFly’s Support Team to generate the keys. A newly installed Storage Concentrator
may have license keys pre-installed. In that case the word “Licensed” will appear, along
with the key assigned. If the key is for an evaluation, the word “Eval” will appear
instead of “Licensed”, along with the number of days remaining in the evaluation
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period.

3 The "NAS Volumes” and “Deduplicated Volumes” licenses can be activated only on
systems that have specific size of RAM and boot disk space. Check “Storage
Concentrator Configuration Limits”.

Welcome, stonefly! Evaluation - 45 days left. [N TS QR PSS

& s

et |t | o | e | s | oem | e | e |

System Management Hel
Information Admin Network. Target Portals Diagnostics Notifications upPs Fibre Channel
General iSNS Auto Save Restore FailOver Monitoring NAS Server DNS Server
Licensing
System Name Vendor Serial Number
Tsca2 00:30:48:FO:FF:FO
TSC80 00:30:48:F2:30:20
Licensed Feature Name License Key
Tscs2 Licensed
ctomeFucion Bese 05 TscE2 G5ZPO-SMEQL-ECJKU-HOCCD
Tscso Licensed
TsCE0 RMTUM-M2YN-H2IZQ-HNTD3
Used: 0.000 TB Available: No limit
TSC82 Eval 1 - 45 days =
Tsca2
Max Provisionsd Space Tsca2 DKPJW-W3GRE-LEFP-XTHRX-00
Tsceo Eval 1-45 days m
TSCaD
TSCE0 EMENC-5TS7D-ZMEPW-DZ6.P-00
Have: 0 hosts Can add: No limit
Tscez Eval 1-45 days =
TsCE2
Max SCSI Hosts TsCE2 3CUPN-BLHT4-WJ3TM-HT2K2-00
TsC80 Eval 1-45 days =
TsCE0
TsCE0 AXCC2YYTSI-UWVZNHY7WA-00
Tscs2 Eval 1-45 days m
TsCE2
AS Voumes TSCE2 AEPCH-RNSHU-PJUYK - MSQ4Q
TSC80 Eval 1-45 days m
TsC80
TsC80 ZZRYZ-2R5TY-WSQSN-MWZ50
TsC82 Licensed
v eatures TsC82 X6IBU-JITJE-KIAMS-QCMUH
T5C80 Licensed
TsC80 MVEWAECZMG-BTKFA-OIWLL
TSCE2
Asynchronous Replication
TsC80
TscE2
Wolume Encryption
T8C80
TsCE2
Thin Volumes
TsC80
TsCE2
Deduplicated Volumes*
TsC80
TscE2
Flash Cache
TsC80

* - The system does not have enough RAM or boot disk space to support Deduplicated Volumes. Please contact customer support to resolve this problem.

N

Figure 2-54 System Management, Licensing Screen

4 Contact StoneFly Support to give them the information displayed on this screen.
Support returns a key for each authorized feature.
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I N = S S

System Management Hel
Information Admin Network Target Portals Diagnastics Notifications UPS Fibre Channel
General iSNS Auto Save Restore Failover Monitoring NAS Server DNS Server
System Name Vendor Serial Number
Tsca2 00:30:48:F0:FFF0
TSC80 00:30:46:F2:3020
Licensed Feature Name License Key
TsC82 Licensed
StoneFusion Base 05 TSC82 G5ZPO-SMS5QL-ECJKU-HOCCD
TSC80 Licensed
TSC80 RMTUM-6M2YN-H2IZQ-HNTD3
Used: 0.000 TB Available 3.000 TB
Licensed 3 TB
TSC82
Max Provisioned Spate TSC82 KIGBB-LV2CV-ACWUD-XGBEC-03
Licensed 3 TB
TSC80
TSC80 YNZBE-SIHW7-XZSSJ-UUHDC-03
Have: 0 hosts Can add: 5 Hosts
Licensed 5 hosts
TSC82
Max iSCSI Hosts TSC82 EAT3K-ZUVCZ-CKD54-TERF3-05
Licensed 5 hosts
TSCE0
TSCE0 TPIYR-X2CYN-LIV2Z-ETOVN-D5
TsC82 Licensed
TSC82 PMTAC-6YN5J-2EMOR-CQ3MQ
NAS Volumes
TSC80 Licensed
TSC80 KHF5I-CERTM-4CHSR-NH2X2
T5C82 Licensed
TSC82 X6IBU-JITJ6-KIAMS-QCMUH
Advanced Features 3
TSCB0 Licensed
TSCE0 MVEWA-CZMQ-BTKFA-OIWLL
TsC82 Licensed
_— TsSC82 FXCDR-JFMRH-LXRZZ-M2UAZ
Asynchronous Replication
TSCB0 Licensed
TSC30 J54PN-TFO42-GTKME-DRQ4M
TSCB2 Licensed
. TSC82 VOWGM-WOR3N-ZTDBY-S2EBC
Wolume Encryplion
TSC80 Licensed
TsCso YSOYY-4ZRLO-55UKD-TGVMC
TSC82
Thin Violumes
TSC20
TSC82
Deduplicated \iolumes™
TSC30
TSC82
Flash Cache
TSC30

*-The system does not have enough RAM or boot disk space to support Deduplicated Volumes. Please contact customer support to resolve this problem.

Figure 2-55 System Management, Licensing Screen-Filled

5 As shown above, enter the complete key into the appropriate field. It is not
necessary to enter all the keys at the same time. Some features may not be
authorized. Leave unauthorized key fields blank. Click Submit.

6 If the key is correctly entered, the word “Licensed” will appear, along with the key
assigned. If the key is for an evaluation, the word “Eval” will appear instead of
“Licensed”, along with the number of days remaining in the evaluation period. See
the following screen image as an example. A key for other features may be entered
later. Please save a copy of the key values in a safe place.
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e | wr | sesow | tmoww | ows | sem | ven | wwn |

[ F——— Hel
Information Admin Network Target Portals Diagnostics Noifications ups Fibre Channel
General isNS Auto Save Restore FailOver Monitoring  NAS Server  DNS Server
System Name Vendor Serial Number
Tsc82 00:30.48 FOFF FD
Tsc80 00:30.48:F23020
Licensed Feature Name License Key
Tsce2 Licensed
et uson Base 05 Tscaz G5ZPO-SMSQL-ECIKU-HOCCD
TsC80 Licensed
TScao RMTUM-6M2YN-H2IZG-HNTD3
Used: 0.000 TB Avalable: 3.000 T8
Licensed 3 TB
Tscaz
Max Provisioned Space Tscs? KIBBB-LV2CV-ACWUD-XGBEC-03
Licensed 3 TB
TScao
TScao YNZBE-SIHW7-XZSSJ-UUHDC-03
Have® 0 hosts Can add: 5 Hosts
Licensed 5 hosts
Tscs2
Max iSCSH Hosts Tsca2 EAT3K-ZUVCZ-CKD54-TERF3-05
Licensed 5 hosts
Tsca0
Tsca0 TPIYRX2CYN-LIV2Z-ETOVN-05
Tscs2 Licensed
Tscs? PMTAC-6YN5J-2EMOR-CQ3MQ
NAS Volumes
Tscao Licensed
TSCA0 KHF5-CERTM-4CHSR-NH2X2
Tsca2 Licensed
Tsca2 XBIBUAITJE-KIAMS-QCMUH
Advanced Features :
TsC20 Licensed
TSC80 MVEWA-6CZMO-BTKFA-OIWLL
TsC82 Licensed
- TsCs2 FXCDRJFMRH-LXRZZ-M2UAZ
Asynchronous Replcation
TsC80 Licensed
TSC80 J54PN-TFO42-GTKME-DRQ4M
Tscs2 Eval1-45 days =
TsCs2
) TsCs2 VGNTK-MQYI6-GCFAV-E5ZRP
Volume Encryption
T5C80 Eval1-45 days m
TsC80
TSC80 CPNZM-PVBBW-DFQUU-V2408
TsCa2
Thin Volumes
Tscan
T3C82
Deduplicated Volumes®
TSC80
Tscs2
Flash Cache
TSC80

* - The system does not have enough RAM or boot disk space to support Deduplicated Volumes. Please contact customer support to resolve this problem.

Figure 2-56 System Management, Licensing Screen-Eval

7 When the system is operating any Evaluation Licenses, the status line on each GUI
page will indicate this along with the number of days left on the soonest to expire
evaluation license. Clicking on the status will take you directly to the Licensing
page. Note that a when an evaluation license expires, that features operation
becomes inhibited.

There are some considerations regarding Licensed Features for Storage Concentrator systems
working together in a clustered configuration:
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A Feature License Key must be obtained for each Storage Concentrator system in the cluster.

In a cluster, both Storage Concentrator "Vendor Serial Numbers” should be provided when
obtaining Feature License Keys. The two generated license keys are different and must be
entered into the correct field.

The Feature License Keys needs to be manually entered for both of the two Storage
Concentrator systems. This may be done before the two systems are clustered, or afterwards.

For two Storage Concentrators to be allowed to be clustered, they must both have the same
feature licenses. An attempt to form the cluster will be blocked when this is not the case. Max
Provisioned Space and Max Hosts licenses require that both Storage Concentrators have the
same licensed amount, or that both systems should not be licensed.

It is not required that the Storage Concentrator system that was issued the license key be the
primary storage concentrator when the key is entered. A failover is not required to enter a
License Key.

Until both SC's have valid, non-expired, license keys entered, the feature is disabled.
The GUI title bar indicates "LICENSE PROBLEM" when one or more features are disabled
due to asymmetric licensing.

A footnote appears on the GUI Licensing page also indicating this situation.

When Evaluation licenses are used, the first one to expire for a feature on either Storage
Concentrator disables the feature.

When a licensed Storage Concentrator is removed from a cluster, its database is cleared, but
attempts are made to retain the feature license records.

There are cases where the loss of Feature License settings can occur, and the license keys
must then be re-entered.
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Figure 2-57 System Management, Licensing Screen-Problem

Welcome, stonefly! LICENSE PROBLEM Home  Support LogOut

) ==

I N S T I T N

T —— [
Information Admin Network Target Portals Diagnostics Notifications UPs Fibre Channel
General iSNS Auto Save Restore FailOver Monitoring NAS Server DNS Server
Licensing
System Name Vendor Serial Number
TSC82 00:30:48:FO-FF-F0
Tsca0 003048F23020
Licensed Feature Name License Key
Tsc82 Licensed
oneFion B 05 TSC82 GEZPO-SM5QI-ECIKU-HOCED
TsC80 Licensed
TSC80 RMTUM-BM2YN-HIZG-HNTD3
Used: 0.000 TB Available: 3.000 TB
Licensed 3 TB
Tsca2
Mo Provisioned Space Tsca? KIBBB-LV2CV-ACWUD-XGBEC-03
Licensed 3 TB
T3C80
T3C80 YNZGE-SIHWT-XZSS1-UUHDC02
Have: 0 hosts Can add" 5 Hosts
Licensed 5 hosts
TsC82
Max iSCS Hosts TsC82 EAT3K-ZUVCZ-CKDI54-TERF3-05
Licensed 5 hosts
TsC80
TsC80 TRIVRXCYN-LIVIZ-ETOVN-05
TsC82 Licensed
Tsca2 PMTAC-6YN5.-2EMOR-CAIMQ
NAS Volumes
T5C80 Licensed
TSC80 KHF5I-CERTM-4CHSR-NHZX2
Tsc82 Licensed
TSC82 XBIBU-JITJE-KIAMS-QCMUH
Advanced Features -
TsC80 Licensed
TsC80 MVEWA-BCZMQ-BTKFA-OIWLL
Tscs2 Licensed
ymetmonos Reptenion Tscs2 EXCDR-JFMRH-LXRZZ-M2UAZ
Tscso Licensed
Tscsn JBAPN-TFO42-GTKMB-DRQ4M
Tsce2
Volume Encryplion’ T5C80 Licensed
Tscan YSOYY-47RLO-55UKD-TGVMC
Tsca2
Thin Volumes:
Tscso
Tsca?
Deduplicated Volumes™
Tscso
Tscs2
Flash Cache
TsGa0

*- Licenses are not enabled, or are enabled to a different degree on clustered SC's. Feature(s) are unavailable until both SC's are licensed equally.

* . The system does not have enough RAM or boot disk space to support Deduplicated Volumes. Please contact customer support to resolve this problem.

N

The GUI title bar indicates "LICENSE PROBLEM" when system does not have any more
licensed space for new volume allocation but free resource space is still available.
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The GUI title bar indicates "LICENSE PROBLEM" or "NOT LICENSED"” when “Max
Provisioned Space” or "Max Hosts” evaluation license expires.

Welcome, stonefly! NOT LICENSED Home  Support LogOut

) ==

e | v | cmow | mwm | ws | owem | v | e |

System Management Hel
Information Admin Network Target Portals Diagnostics Notifications UPs Fibre Channel
General iSNS Auto Save Restore FailOver Monitoring NAS Server DNS Server
Licensing
System Name Vendor Serial Number
S§C(10.10.63.133) 0C-C4TAS22T24
Licensed Feature Name License Key
ctoneFusion Base 05 SC(10.10.63.183) Licensed
SC(10.10.63 183) 32JHB-RSA20-TKH2Y-BTICV
Used: 1.179TB Available: No limit
Max Provisioned Space Unlimited license
SC(10.10.63 183) URA3N-KUAIG-JP3BV-ZGJJD-00
Have: 2 hosts Can add: 0 Hosts
) SC(10.10.63.183) Eval1 -0 days
Mex SCSI Hosts SC(10.10.63.183)
SC(10.10.63 183) EKRD5-UUEWG-CFNYX-3TFRR-00
SC(10.10.63.183) Licensed
NAS Volumes SC(10.10.63.183) JZIYK-DEPCK-FH3AU-LZYFQ
SC(10.10.63.183) Licensed
Advanced Features SC(10.10.63.183) LDBVXKFER2-BBXPC 2IKHG
Asynehronous Repication SC(10.10.63.183)
SC(10.10.63.183) Licensed
Volume Encryption
SC(10.10.63.183) ZLIX-CIZSZWDUTQ-VWED
Voo SC(10.10.63.183) Licensed
SC(10.10.63 183) Y7ZAB-R2MOX-C20NO-ISJZM
SC(10.10.63.183) Licensed
Deduplicated Vo
vplesledvommes SC(10.10.62.183) XWBMW-E7LOV-OA4UR-T2EML
Fiash Cache SC(10.10.63 183)

*_ Licenses are not enabled, or are enabled with a smaller limit then the current usage. The system is unavailable until it is licensed properly, or licensed
quantity usage is reduced to match the licensed limit.

Figure 2-58 System Management, Licensing Screen-Expired

Any operations that let Storage Concentrator handle iSCSI sessions with hosts are disabled on
system with expired “"Max Provisioned Space” or “"Max Hosts” license.
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Figure 2-59 License Problem indicated in the Main System Confiquration

The appropriate GUI

Welcome, stonefly! NOT LICENSED Home  Support Log Out

) ==

I S T T NN

HSC227

e T ——

10.10.60.183 10.10.60.183 10.10.63.183 15C235

= 15C60
Primary
Name:  SC(10.10.63.183) 5C110.10.63.169)

Mgmt
IP:

iSCSIIP: 10.10.60.183

10.10.63.183 SCI10.10.63.181
5C110.10.63.182
UnitlD: @ 5C{10.10.63.183}

5C{10.10.63.186)

g e

O
m]
]
O
O
O
O
O
Temp Fans Power [ SCi10.10.63.253)
m]
m|
O SCVMJLBTH
0 SCVMJLBT?
O Scvmzst
O Scumes
O scvmra
0 Isca
m]

Tscs2

GUI

log message is also generated in this case.

Welcome, stonefly! NOT LICENSED Home  Support LogOut

) ==

I T T I N

Reports | Make selection before submitiing request ) Help
Log Configuration Report Statistics Debug Logs
Er———
Month:  Day Year Ourc
2hours ™ @ local
Jun 7] 2015[%] Shous ® local
Now or 4 hours

Hours:  Minutes:

Figure 2-60 License Problem indicated in the System Log GUI

Lo Summary 2 o F 20 4 2 6557:2 P PO

i Date / Time ¥ Message Acknowledgement Delete
@ 6/26/2015 03:56:57 PM  The Storage Concentrator SC(10.10.63.163) Volume Senvice is down, NiA [m]
. YYour Max iSCS| Hosts License evaluation period has expired! SC'SC(10.10.63.133)
D) 6262015 05513 PM o otion i inhibited. Pleas contact customer supportfor a icense for this product ] A
Your "Max ISCSI Hosts" Feature License evaluation period on SG "SC(10.10.63.183)" has
[ 6/26/2015 03:56:13 PM  expired! Feature operation s inhibited. Please contact customer support for a lizense for this ] A
ature.
[ 6/26/2015 03:53:03 PM  The Storage Concentrator SC(10.10.63.153) NAS Valume Service is down. O NiA

Additional information on Feature Licenses can be found in the online help on the licensing

page.
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2.7.19 Target Portals

Target Portals are an iSCSI term for a communications portal between two iSCSI devices.
The StoneFusion operating system features an iSCSI initiator that enables the Storage
Concentrator to communicate with other iSCSI devices. Currently, the only iSCSI device
supported using a target portal is another Storage Concentrator.

The primary use for target portals is to set up a link between a primary Storage Concentrator
and a secondary Storage Concentrator at a campus mirror location (see the chapter “StoneFly
Mirroring Synchronous Mirroring”) or a link between a local Storage Concentrator and a
remote Storage Concentrator at an asynchronous mirror location (see the chapter
“Asynchronous Mirrors”).

To set up a target portal, use the steps that follow:

1 Navigate to System>Target Portals>. The Target Portal screen appears.

Lo T Tes Twmw T m | - [CE= [ o |

System Management Help

Information Admin Nefwork Target Portals Diagnostics Notifications upPs Fibre Channel

Summary of Target Portals as of Mon 29 Jun 2015 03:35:27 PM POT check all - clear all

1P Address Port Delete Targets

0.10 60235 3260 O

Figure 2-61 The Target Portal screen
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2 Select Add New Target Portal. The Add New Target Portal screen appears.

e | o | oo | e | s | oowm | v | owem
System Management Help
Information Admin Network Target Portals Diagnostics Notifications ups Fibre Channel
Summary Detail Add New Target Portal

MNew Target Portal Info

IP Address

Port 3260

Target Portal Security
Use CHAP User Name / Password [m]

User Name

Password

Figure 2-62 Add New Target Portal screen

3 Enter the IP Address of the Storage Concentrator to be used as a Secondary
Storage Concentrator

4 The default setting for Port is 3260, the iSCSI listening port.

Enter the security settings for the Target Portal, including specifying a CHAP secret.
6 Click on Submit

To Check the Status of a Target Portal, click on the Detail button. The Target Portal Detail
screen appears.

I B N T S

System Management Help

Information Admin Network Target Portals Diagnostics Notifications ups Fibre Channel

Summary Detail Add New Target Portal
Target Portal
Select Target Portal [10.10.60.235:3260 [

Target Portal "10.10.60.235:3260" Info

IP Address 10.10.60.235
Port 3260

Target Portal Security
Use CHAP User Name / Password [m]

User Name

Password

Figure 2-63 Target Portal Detail Screen

To delete a target portal:

1 Click System>Target Portal
The Target Portal summary screen appears:
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System Management Help

Information Admin Network Target Portals Diagnostics Notifications uPs Fibre Channel

Figure 2-64 Target Portal Summary Screen

Select the Target Portal you wish to delete under Delete Targets.
Click Submit.

2.7.20 Diagnostics

The Storage Concentrator provides system information that may be useful when
troubleshooting hardware problems.
To view diagnostic information, use the steps that follow:

1 Click System.

2 Click Diagnostics.

The diagnostic report includes the following information:

Monitors: in a FailOver cluster the following status information is provided for the cluster
devices listed below. Possible statuses include: Healthy, Failed, Disabled, And
Critical.

Cluster Monitors:
iSCSI Host IP Address: IP address resources

Monitor for Storage Concentrator name (IP address):
Web Service: https service resource
Management Port Link: 10/100/1000 link status resource
Data Port Link: The Local iSCSI Data Port link status resource
Volume Services: virtual device resource

Monitor for Storage Concentrator name (IP address):

Web Service: https service resource
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MS Port Link: Management Port link status resource

Data Port Link: The Local iSCSI Data Port link status resource

Volume Services: virtual device resource

o [ e e e 7 [ = ]

System Management Hed
Information Admin Network Target Portals Diagnostics Notifications urs Fibre Channel
Temperatures

Processor CPUA Temp (0x1)

Status

Reading

Nominal Reading

Min Waming Threshold
Max Warning Threshold
Min Failure Threshold
Max Failure Threshold

Status

Reading

Nominal Reading

Min Waming Threshokd
Max Warning Threshold
Min Failure Threshold
Max Failure Threshold

Status

Reading

Nominal Reading

Min Warming Threshold
Max Warning Threshold
Min Failure Threshold

Max Failure Threshold

Status

Reading

Nominal Reading

Min Warming Threshold
Max Warning Threshold
Min Failure Threshoid

Max Failure Threshold

ok
37
45
na
6
na

89

System Board PCH Temp (0xa)

ok
4
45
E
%0
E:
95

Fans

Fan Device FAN1 (0x41)

ok
2850
9600
600
13975
450
19050

Fan Device FANS (0x45)

ok
2850
9800
600
13975
450
19050

Power Supplies

Status

Status

Power Supply PS1 Status (0xcB)

ok

Power Supply PS2 Status (0xc9)

ok

Figure 2-65 The Storage Concentrator Diagnostics Screen

Temperatures

CPU or Processor: The status and temperature of the main processor and

motherboard

Ambient: The status and temperature of the environment

BP Bottom Temp: The status and temperature of the air in the chassis and

backplane
Fans

The status and speed of the fan in the power supply bay, and in the main

chassis of the unit

Power Supplies

The status of the power supplies, and power related sensors.
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When UPS Management is enabled, the overall UPS status is shown here,
with detailed status on the UPS Management page.

If you suspect a hardware problem, contact StoneFly Technical Support at 510-
265-1616, 24 hours a day, 7 days a week.

2.7.21 Notifications

The notifications feature provides the system manager immediate notification of critical Alerts
and warnings via e-mail.

To configure notifications, use the steps that follow:

1 Click System.
2 Click Notifications. The System Management Notifications screen appears.
3 Enter the SMTP Server IP Address (or Domain Name if using DNS).

@ The SMTP Server must be able to accept requests from the Storage Concentrator.
4 Enter the SMTP Server Port.

v | e | oew | e | ows | oowm | v | e |

System Management Help

Information Admin Network Target Portals Diagnostics Notifications uPs Fibre Channel

E-Mail Server Configuration

SMTP Server <SMTP server IP address or DNS names=
SMTP Server Port 25

SMTP Mail From Use Default

SMTP Auth User

SMTP Auth Password

SMTP Security None - 25 3|

E-Mail IDs (separated by semi-colon)

O Mone
E-Mail ID <email address 1o feceive noffications> ® Warmings and Erors

O Enmors Only

O hone

O warmnings and Errors
® Enors Only

E-Mail ID <email address to receive nofifications>

Figure 2-66 System Management, Notifications screen

5 Enter the email address for the SMTP Mail From portion of the email notifications.
The Storage Concentrator supplies a default based on its own IP Address. Some email
systems are more restrictive with the "MAIL FROM" field for SMTP email to be accepted.

You may enter a valid email address value that will be used instead of the default value
if desired.
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6 SMTP Auth User — Many SMTP email servers require user name and password
authentication to accept messages for transmission. If your server requires
authentication, enter the user login name here. Note that if authentication is not
required, both the SMTP Auth User and SMTP Auth Password fields should be left blank.

7 SMTP Auth Password — Many SMTP email servers require user name and password
authentication to accept messages for transmission. If your server requires
authentication, enter the password here. Note that if authentication is not required,
both the SMTP Auth User and SMTP Auth Password fields should be blank.

8 Enter the e-mail address that will be sent notifications. Enter multiple addresses by
using a semicolon between email addresses.

9 Select the notification type:
None: Select to temporarily turn off notifications
Warnings and Alerts: Select to receive both warning level Alerts
and critical level Alerts
Alerts Only: Select to receive only critical level errors

10 Click Submit.

A list of the warning and critical level notification messages can be found in the “StoneFly
Storage Concentrator System Event Messages” document.

2.7.22 UPS Management

The UPS Management page is where the use of a connected UPS system can be configured,
monitored, and controlled.

A UPS system can provide backup power for a Storage Concentrator (SC) in the event of a
power outage. This allows for the SAN to survive a short power outage without the equipment
needing to be restarted, and can provide for a clean shutdown should the power outage be
prolonged. When AC power is restored and the UPS batteries are recharged to a sufficient
level, the SC would be powered back up automatically.

For a proper controlled shutdown in the case of a prolonged outage, the SC must be
configured to monitor and manage the UPS system.

Note: Only one system can control or manage the UPS system. Because there is a dialog
between the UPS and the server determining when a shutdown is required, a single system
must be delegated to be in charge of the UPS that is powering it. Although it might seem
possible to connect the UPS control/management interface to multiple servers, this should not
be done.

UPS Management is per SC. When there are two clustered SC's, each must be configured for
the management of their UPS when there are two UPS's. When there is a single UPS that is
shared, the directly connect SC should be configured as the Master, and the other SC should
be a Slave to the first SC.

When an external RAID is also powered by a UPS being managed by the SC, the ability to
shut-down the RAID at the same time that the SC is shutdown should be enabled. This setting
is found on the Resource Detail page for the RAID's resources.
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An SC should only be cabled for communications to a single UPS. If connected to multiple UPS
systems, only one UPS would be used, and it would not be predictable which one that would
be.

Note: All equipment necessary for the SC to communicate with the UPS, and other SAN
systems such as clustered SC's and external RAID's should be also powered by the UPS. For
example, should a powered USB hub be used for the UPS connection, it should be powered by
the UPS as well. The same applies for any network switches that connect clustered SC's.
To configure UPS Management, use the steps that follow:

1 Click System.

2 Click UPS. The UPS Management screen appears.

I T T N I N

Information Admin Network Target Portals Diagnostics Notifications ups Fibre Channel
Select Concentrator [5cen[~]

UPS Management Role: [Mester (] UPS Driver: [USBRIDT~]

UPS Name: SC-UPS UPS Master IP:

UPS Monitor User: upsmansiave UPS Monitor Password:

Submit UPS Configuration Changes: m

Restart UPS Service:

Refresh UPS Status: Refresh

UPS Status as of: Wed 24 Jun 2015 02:50:46 PM PDT
On-Line

UPS Status

Battery Charge 100
Battery Charge Low 10

Battery Charge Waming 20

Battery Manufacturer Date CcPs
Battery Runtime 4920
Battery Runtime Low 300
Battery Type PbAcid
Battery Voltage 88

Battery Voltage Nominal 12

Device Manufacturer cPs
Device Model CP825AVRLCD-G
Device Type ups

Driver Name: usbhid-ups
Driver Parameter Pollfreq 50

Driver Parameter Pollinterval 5

Driver Parameter Port ush

Driver Version 265

Driver Version Data CyberPower HID 0.3

Figure 2-67 System Management, UPS Management Configuration screen

4 Set the UPS Management Role.
This controls whether there is a UPS system connected and being managed, and what
management role is being used.
When set to Disabled, no UPS Management is performed. This would be the case for
no UPS system present. This is the default setting.
When set to Master, the selected SC is directly connected to communicate with its
UPS, and continuously polls it for status, responds to changes in status, and submits
commands to the UPS on user request. The SC is assumed to be powered by the same
UPS.

When set to Slave, the selected SC is not connected to communicate with the UPS, but
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it is still powered by it. Instead of communicating with the UPS, the SC communicates
with the UPS Master, and continuously polls it for status, and responds to changes in
status, and commands from it. The SC is assumed to be powered by the UPS controlled
by the UPS Master. A common configuration would be for a single UPS to be shared by
both SC's in a cluster, and be controlled by the SC acting as the Master, with the other
SC being a Slave to the first.

Note: The role of UPS Master or Slave is completely independent from the cluster SC
status of Primary or Secondary. For example, half of the time, the cluster secondary
may be the UPS master.

A configuration change here does not take effect until the Submit button is pushed.
Only administrative level users are allowed to make configuration changes.

5 Set the UPS Driver.
This sets the driver that the SC uses to interact with the UPS system. This controls both
the interface type, and protocol that is used over that interface.
When set to USBHID, the USB interface is used to connect to the UPS, with the HID
(Human Interface Device) Power Device class protocol.
The USBHID driver supports at least the following UPS systems: all MGE UPS SYSTEMS
USB models, some APC models, some Belkin models, some Cyber Power Systems
models, some TrippLite models, and some Liebert models.
The UPS Driver setting has no significance when the UPS Management Role is not set
to Master.
A configuration change here does not take effect until the Submit button is pushed.
Only administrative level users are allowed to make configuration changes.

6 Set the UPS Name. This is the name that is used to refer to the UPS. For a simple
single UPS Master configuration, the default name is sufficient.
However, when there are both UPS Master and Slave SC's (or other systems)
configured, the ability to use a different UPS Name may be required.
A configuration change here does not take effect until the Submit button is pushed.
Only administrative level users are allowed to make configuration changes.

7 Set the UPS Master IP, which is the IP address of the UPS Master system.
When the UPS Management Role is Master, this is a display field only, and shows
the SC's management IP address.
When the UPS Management Role is Slave, the IP address of the UPS Master SC (or
other system) should be entered.
A configuration change here does not take effect until the Submit button is pushed.
Only administrative level users are allowed to make configuration changes.

8 Set the UPS Monitor User, which is the user name that is accepted by the UPS
Master from the Slave during UPS monitoring communications.
Generally, for a single UPS shared between two SC's in a cluster, the default UPS
Monitor User name is sufficient. When there are other systems involved though, the
ability to configure the UPS Monitor User may be required.
A configuration change here does not take effect until the Submit button is pushed.
Only administrative level users are allowed to make configuration changes.

9 Set the UPS Monitor Password, which is the password that is accepted by the UPS
Master from the Slave during UPS monitoring communications.
Generally, for a single UPS shared between two SC's in a cluster, the default UPS
Monitor Password is sufficient. When there are other systems involved though, the
ability to configure the UPS Monitor Password may be required.
A configuration change here does not take effect until the Submit button is pushed.

10 Only administrative level users are allowed to make configuration changes.
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11 Click Submit. If the UPS is connected, supported, and working properly, UPS Status
fields should be displayed. The UPS Status section displays status values obtained from
the UPS system.

The specific values shown here depend upon the make and model of the UPS system.
The meaning of the values is usually self-explanatory. More information should be
available from the UPS vendor's documentation.

The UPS Status value is always present, and is listed first. If this value indicates an
Error, it means that there was a problem interacting with the UPS system. There may
be other values giving more detail on the error. Should an Error be indicated, verify
that the UPS is properly connected to the SC, and perform a Restart UPS Service to
attempt to restore access to it.

The UPS Status error status of Data stale indicates that the UPS data was available at
one point, but currently data updates are not functioning. One example where this
would occur is on the SC that is a UPS Slave to the other UPS Master SC in the cluster
when that SC is not running. A Data stale condition can sometimes resolve itself over
time.

The UPS Status error status of Driver not connected or Connection failure are
indications of a more persistent problem, such as the UPS not being connected to the
UPS Master SC, or there being no network path from the Slave to the Master. For
these cases, normal UPS Status would not resume until the condition is cleared and a
successful Restart UPS Service is performed.

Note: Connecting an unsupported UPS system would also result in an Error status.

12 At any point, you may click the Refresh button to update the UPS Status values.

13 At any point, you may click the Restart button to restart the UPS service that monitors
the UPS.
The Restart button can be used to restart the SC UPS management service when the
UPS Status or SC event log messages indicate problems communicating with the UPS
system.
For example, if the UPS was disconnected when the SC was rebooted, it would not be
able to communicate with the UPS. Clicking Restart would restart the service, and
allow the UPS to then be discovered.
Only administrative level users are allowed to use the Restart button.

14 If the SC system(s) are connected to an external RAID, and that RAID is powered by a
UPS managed by the SC'’s, the SC needs to be configured to shut-down the RAID. Go to
the Resource Management Detail page for a managed resource provided by the
RAID.

[ oo | oo [ o [N w5 | e [ Uen | won |
Resource Management Help
Summary Detail Create Object Storage

Select Resource SATA1 v
Resource Settings

Resource Name SATAT
Resource Interface Address 10.10.63.30
RAID Management Password

Monitor RAID =]

RAID on UPS |

Figure 2-68 Resource Management, Details Screen
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15 The RAID on UPS check-box indicates whether or not the RAID is connected to the
UPS that is managed by the Storage Concentrator.
When the SC is managing a UPS, and this check-box is checked, it is assumed that the
RAID is also powered by the same UPS.
Should a UPS low battery shut-down occur, the RAID will be shut-down at the same
time that the SC is. This causes any I/Os cached in the RAID to be flushed to disk
before power is lost. It also prevents any new I/O's until the RAID is power cycled by
the UPS.
Only RAIDs that are being monitored as indicated by the Monitor RAID check-box are
able to be shut-down. As not all RAID vendors and models are supported for
monitoring, such unsupported RAIDs would have their RAID on UPS check-box hidden.
If the SC is not configured to manage its UPS, or if the RAID is not being monitored,
the RAID on UPS has no effect.
Internal RAIDs are always shutdown with the SC when a UPS low battery shut-down
occurs. There is no configuration needed for internal RAIDs.
When the RAID is not powered by any UPS, or by a different UPS than the one that the
SC is managing, the RAID on UPS check-box should not be checked. Otherwise, the
RAID would be shut down when it might still be in use, and it would require manual
intervention for it to be restarted. This is especially important when the RAID is being
shared with other systems.

Driver Version Internal 037

Input Transfer High 140

Input Transfer Low %0

Input Voltage 170

Input Voltage Nominal 120

Output Voltage 170

UPS Beeper Stafus enabled

UPS Delay Shutdown 20

UPS Delay Start 30

UPS Load 5

UPS Manufacturer cPs

UPS Model CPB25AVRLCD-G
UPS Product Id 0501

UPS Realpower Nominal 450

UPS Test Result Done and passed
UPS Timer Shutdown 50

UPS Timer Start 0

UPS Vendor Id 0764

Force UPS Shutdown and Power Cycle: | Force shutdown |

Disable the UPS beeper: Beeper Disable

Enable the UPS beeper: Beeper Enable
Temporarily mute the UPS beeper: Beeper Mute

Turn off the load immediately: Load Off

um off the load with a delay (seconds): Load Off Delay

urn on the load immediately: Load On

.
T

Turn on the load with a delay (seconds): | Load On Delay J

Turn off the load and return when power is back: [ Shutdown Refurn |
Turn off the load and remain off: [ Shutdown Stayoff |
Stop a shutdown in progress: [ Shutdown Stop |
Start a deep battery test: | TestBattery sartDeep |
Start a quick battery test: | Test Battery Start Quick |

Stop the battery test: Test Battery Stop

Figure 2-69 System Management, UPS Management Commands screen

2.7.22.1 UPS Commands

There are a number of test and control functions available in the UPS Commands section of
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the page.

The specific tests and commands available here depend upon the make and model of the UPS
system.

Warning: Many UPS commands result in a power down, or a power cycle of all equipment
powered by the UPS. In some cases, power may not be restored without manual intervention
at the UPS.

The commands indicate success when they were submitted to the UPS. The actual success of
the test, or action commanded is indicated by changes in the UPS Status variables, and the
UPS system state. Note that there may be a short delay before the UPS takes the action.

The Force UPS Shutdown and Power Cycle command will usually be present. This function
is useful in that it can verify that everything will work properly in the event of a long AC
power failure. An alternative test is to disconnect the UPS from the AC power, and then wait
for the batteries to drain fully, which may take hours.

The Force UPS Shutdown and Power Cycle command simulates in the UPS a power failure
followed by a Low Battery condition. This triggers the SC to shut down, and the UPS to then
remove power from it and all other UPS powered equipment. After a short delay, the UPS
should power the SC back up, the SC then reboot, and everything goes back to normal.

Only administrative level users are allowed to use UPS Commands.

2.7.23 System Monitoring

The Storage Concentrator can be configured for centralized monitoring by the Nagios
Monitoring System (http://www.nagios.org/). The System Management - System Monitoring
page is where this is done.

StoneFly can provide a service to remotely monitor Storage Concentrator (SC) systems to
assist in managing them, and proactively respond to any issues that may arise.

Contact StoneFly for details.

Alternatively, the customer may setup and operate their own Nagios Monitoring System
internally.

For System Monitoring to work, the Nagios NRPE service running on the Storage Concentrator
must be configured, and enabled -- it is disabled by default.

The only information offered to the monitoring system is system status and version
information such as disk and memory utilization, uptime, SC software version, etc. No
customer sensitive information is exchanged with the monitoring system. Also, there is no
ability to remotely control or reconfigure the SC system -- only monitoring functions are
provided.

In order for StoneFly to be able to remotely monitor a Storage Concentrator, Internet access
to the Nagios NRPE service must be provided by adding firewall access and forwarding rules
to allow it.
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Note: The Storage Concentrator must never be placed directly on the Internet -- a network
firewall must always be present. The firewall rules should only allow access to the Nagios
NRPE service listening port.

When configuring the Nagios NRPE network service on the Storage Concentrator, StoneFly
customer support must be contacted so they can add the necessary configuration settings to
their Nagios Monitoring Systems so that the monitoring can occur.

For each SC being monitored, this will include the firewall's external Internet facing IP address
for the SC, and the TCP port that the Nagios NRPE service is listening on. Note that the
external IP address provided to StoneFly may not be the SC Management IP address when
the firewall is using Network Address Translation (NAT). Likewise, the TCP port provided may
not be the Nagios NRPE listening port configured on the SC when the firewall or other network
systems are performing port forwarding.

When StoneFly centralized monitoring is arranged, the Storage Concentrator E-Mail
Notifications should also be configured so that these will also be received by StoneFly.
StoneFly customer support will provide the correct email address to use in the notifications.

I S I B = N T

System Management Help

Information Admin Network Target Portals Diagnostics Notifications UPS Fibre Channel

General ISNS Auto Save Restore FailOver Licensing NASServer DN Server
Select Concentrator TSCﬂZﬂ

System Monitoring

Allow System Monitoring
Monitoring System IP Address 10.10.63.208

Listen TCP Port 5666

View Activity Log Get Cmd Resuits

Figure 2-70 System Management, System Monitoring screen

2.7.23.1 System Monitoring Fields

Select Concentrator — When in a Storage Concentrator cluster, this control selects which
SC the System Monitoring settings are being viewed or changed on.

With the exception of the 'Listen TCP Port' field, the settings are common to both
concentrators in the cluster.

Allow System Monitoring — Select this check-box to enable the Nagios NRPE network
service.

To change this setting, click the check-box and click submit.

Monitoring System IP Address — This is the IP Address that the Nagios Monitoring System
accesses the Storage Concentrator from.

For security, only this IP Address is allowed by the SC Nagios NRPE network service. All other
source addresses are rejected.
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The default IP Address is the StoneFly central monitoring system is 204.128.202.129
(monitor.dnfcorp.com).

Note that in some cases, when port forwarding is used, the IP Address would be that of the
network device performing the forwarding and is not the external Internet IP address.

Listen TCP Port — This is the TCP Port that the Nagios monitoring network NRPE service on
the SC listens on.

The default TCP Port is the Nagios NRPE default 5666.

Note that in some cases, based upon the firewall and port forwarding systems being used, the
TCP Port would need to be changed.

In some cases, each SC would need to have a unique TCP Port number. This is the case when
the firewall is configured such that there is a single external IP address for all of the SC's. For
this reason, when there are two SC's operating in a cluster, each can be configured with a
different TCP Port.

The other settings on this page are common for both SC's in the cluster, but the TCP Port is
not.

When changing the TCP Port setting in an SC cluster, make sure to make the necessary
changes for both SC's.

Note that when port forwarding is used, the TCP Port number used here is not the same port
number that would be provided to StoneFly for external access.

2.7.23.2 System Monitoring Buttons

View Activity Log — The 'View Activity Log' button will report recent access attempts and
failures by the Nagios Monitoring System to communicate with the NRPE service on the SC.

Attempts are indicated by 'START' lines, and failed attempts are indicated by 'FAIL' lines.

View Activity Log Get Cmd Results
System Menitoring Activity Log
e 1-35 2015 TsCa2

Figure 2-71 System Monitoring Activity Log

Get Cmd Results — The 'Get Cmd Results' button will list all of the Nagios NRPE
commands supported by the Storage Concentrator, the command options used, and the
output that is returned when the command is run.

This can be used to show the information that the Nagios Monitoring System will receive. The
command names would be needed should an internal Nagios system be implemented.
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View Activity Log Get Cmd Results
System Monitoring Supported Commands and Results
c’ - y 8¢

Figure 2-72 System Monitoring Supported Commands and Results

Default — The 'Default' button resets the configuration to the default settings.
The default changes are submitted and take immediate effect.

Undo — Click to revert to the last saved settings.

Submit — Click to commit changes make to the input fields.

Note that changes here made do not require an SC reboot to take effect -- they are in effect
immediately.

2.7.24 NAS Server

NAS Volume CIFS user name and password authentication can operate in two modes.

The default is the "Workgroup" mode where the SC system(s) manage the CIFS user accounts
and passwords.

The other CIFS authentication mode is the use of a centralized Windows Active Directory
Server (ADS) (also known as a Windows Domain Controller). Note that Workgroup users may
continue to be used even when the ADS authentication mode is configured.

In an SC cluster, the NAS Server CIFS User Authentication configuration applies to both
cluster nodes. The changes are made to both cluster nodes, and no reboot or fail-over is
required to affect the changes on the secondary.

In an SC Scale Out (SO) configuration, the NAS Server CIFS User Authentication configuration
applies to all of the SO nodes; they all must have the same configuration. Changes made are
applied to all SO nodes. Status shown is from all SC SO nodes.

The management of the SC NAS Server CIFS User Authentication GUI page has the following
sections:

1. NAS Server User Authentication Configuration
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This section configures the CIFS user authentication mode and settings. This section is
where the configuration settings are initially made or changed, shows the current
settings. The configuration generally only needs to be set up once.
The fields displayed in this section vary based on the CIFS Authentication Mode in
use, either Workgroup or Active Directory.

2. Active Directory Status
This section shows the current status accessing the Windows ADS server. All clustered
and SO SC nodes are shown. The status is updated each time the GUI page is
refreshed. This section is only shown when the CIFS Authentication Mode is set to
Active Directory.

3. NAS Server Active Directory Command
This section allows Active Directory management commands to be submitted to the
Windows ADS Server. These commands generally only need be performed once, during
initial setup. The Active Directory command is performed on all SC nodes in an SC
cluster. The command is performed on all SC nodes in a SO configuration. This section
is only shown when the CIFS Authentication Mode is set to Active Directory.

4. Active Directory Domain Command Results
This section shows the results of the submitted Active Directory command. This section
is only shown when the CIFS Authentication Mode is set to Active Directory, and
only immediately after a command was submitted.

The requested action requires that the CIFS services be restarted. This will cause all client
sessions to be disconnected, and need to reconnect. If user authentication settings were
changed, manual intervention may be needed for the clients to reconnect.

Note that each section with submission buttons, etc. operates independently. Work in one
section at a time, otherwise changes made in the other sections may be lost and have to be
re-entered.

NAS Server Help

I S = I I T B

Information Admin Network Target Portals Diagnostics Notifications UPs Fibre Channel

General iSNS Auto Save Restore FailOver Licensing Monitoring m DNS Server
NAS Server User Authentication Configuration
CIFS User Authentication Mode [ACTIVE DIRECTORY v

Active Directory Domain Name NASLAB
Active Directory Kerberos Realm NASLAB.LOCAL
Active Directory Storage Node Name 1SC60

Active Directory Kerberos Servers (optional)

Active Directory Domain Servers (optional)

DNS Domain Name

DNS Client Primary 1P
DNS Client Secondary IP
NTP Client Primary

NTP Client Secondary

= = =
Active Directory Status: Healthy

Mon Jun 28 16:00:43 2015
1SC235; CIFS ADS DC Ping: NETLOGON dc connection to "VMW2KBR2-1.naslablocal” A
uuuuu

NAS Server Active Directory Command

Enter Active Directory Domain administrative user name and password:

F—

Figure 2-73 NAS Server screen
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2.7.24.1 NAS Server Fields

Active Directory Domain Name— The Active Directory Domain Name field is the name
of the Windows Active Directory domain that the SC is to be a member of.

This should not be a fully qualified domain name, but only the short name; the DNS domain
that the SC belongs to is appended to this value.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Active Directory Domain Servers— The Active Directory Domain Servers is an optional
list of one or more space separated IP addresses or DNS names for the Windows Active
Directory servers.

This field is optional, and is seldom needed.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Active Directory Kerberos Realm— The Active Directory Kerberos Realm is the fully
qualified Kerberos Realm name. This value is similar, but not necessarily identical to the
Active Directory domain controller fully qualified DNS name. It should always be entirely
upper case. For example: MYDC.MYDOMAIN.COM.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Active Directory Kerberos Servers— The Active Directory Kerberos Servers is an
optional list of one or more space separated IP addresses or DNS names for the Windows
Active Directory Kerberos servers.

This field is optional, and is seldom needed.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Active Directory Storage Node Name— The Active Directory Storage Node Name is
the machine name that the SC, when clustered, both SC's will be known as in the Windows
Active Directory domain.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

CIFS User Authentication Mode— The CIFS User Authentication Mode can be set to
either WORKGROUP or ACTIVE DIRECTORY mode.

In the WORKGROUP mode, the SC(s) perform CIFS user authentication themselves, using
the CIFS Users and passwords configured.

In ACTIVE DIRECTORY mode, the SC(s) use the configured Windows Active Directory server
to authenticate CIFS users.

CIFS users will only successfully authenticate after the SC(s) have joined the domain, and
when the communication with the Active Directory server is successful.

The setting of this field governs the visibility of many other fields on this GUI page.

While in ACTIVE DIRECTORY mode, WORKGROUP CIFS users defined in the SC(s) may
also be used.

DNS Client Primary IP— The DNS Client Primary IP field shows the current setting of the
primary IP address DNS server that the SC(s) are using to resolve DNS names into IP
addresses.

When in ACTIVE DIRECTORY mode, the Windows Active Directory domain controller should
generally be used as the DNS server.
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Either one or both of primary and secondary values must be configured, and functioning.
Changes to this value are made on another SC GUI page, the field label is a link to go to that
page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

DNS Client Secondary IP— The DNS Client Secondary IP field shows the current setting
of the secondary IP address DNS server that the SC(s) are using to resolve DNS names into
IP addresses.

When in ACTIVE DIRECTORY mode, the Windows Active Directory domain controller should
generally be used as the DNS server.

Either one or both of primary and secondary values must be configured, and functioning.
Changes to this value are made on another SC GUI page, the field label is a link to go to that
page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

DNS Domain Name— The DNS Domain Name field shows the current setting of the SC's
DNS domain name, for example stonefly.com. This value is appended to the Active
Directory Domain Name to form a fully qualified DNS name for the Active Directory server.
When in ACTIVE DIRECTORY mode, the Windows Active Directory domain should generally
be used as the DNS Domain Name.

Changes to this value are made on another SC GUI page, the field label is a link to go to that
page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

NTP Client Primary— The NTP Client Primary field shows the current setting of the
primary DNS name or IP address for the NTP server that the SC(s) use to maintain time of
day clock synchronization using the Network Time Protocol.

When in ACTIVE DIRECTORY mode, the Windows Active Directory domain controller should
generally be used as the NTP server.

Either one or both of primary and secondary values must be configured, and functioning.
Changes to this value are made on another SC GUI page, the field label is a link to go to that
page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

NTP Client Secondary— The NTP Client Secondary field shows the current setting of the
secondary DNS name or IP address for the NTP server that the SC(s) use to maintain time of
day clock synchronization using the Network Time Protocol.

When in ACTIVE DIRECTORY mode, the Windows Active Directory domain controller should
generally be used as the NTP server.

Either one or both of primary and secondary values must be configured, and functioning.
Changes to this value are made on another SC GUI page, the field label is a link to go to that
page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Password— The Password field is for the Windows Active Directory administrative user
account used when one of the Active Directory Commands are used.

This account is not used during CIFS user authentication, only when the SC(s) machine
account is being configured in the domain.
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By default, the Active Directory administrative user account is stored in the SC database,
which is indicated by the field being pre-populated. This information can be removed from the
SC if desired by deleting the values from the field and then using one of the Active Directory
Commands.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Storage Concentrator Host Name— The Storage Concentrator Host Name is the host
name of the SC. Two SC's in a cluster should have different host names.

Changes to this value are made on another SC GUI page, the field label is a link to go to that
page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

User ID— The User ID field is for the Windows Active Directory administrative user account
used when one of the Active Directory Commands are used.

This account is not used during CIFS user authentication, only when the SC(s) machine
account is being configured in the domain.

By default, the Active Directory administrative user account is stored in the SC database,
which is indicated by the field being pre-populated. This information can be removed from the
SC if desired by deleting the values from the field and then using one of the Active Directory
Commands.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

2.7.24.2 NAS Server Buttons

Default— The Default button is used to reset all of the NAS Server User Authentication
Configuration fields to their default values, and submits them.

The changes will apply to both SC's in a cluster configuration and to all Scale Out nodes in a
SO configuration.

Join Domain— The Join Domain button is used to (re-)register the SC(s) with the Windows
Active Directory domain controller.

The correct User ID and Password for an administrative account for the ADS server must be
provided, or have been provided previously.

The command will be performed on both SC's in a cluster configuration, and to all Scale Out
nodes in a SO configuration.

The results of the command are shown in the Active Directory Domain Command Results
section of the page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Leave Domain— The Leave Domain button is used to deregister the SC(s) from the
Windows Active Directory domain controller.

The correct User ID and Password for an administrative account for the ADS server must be
provided, or have been provided previously.

The command will be performed on both SC's in a cluster configuration, and to all Scale Out
nodes in a SO configuration.

The results of the command are shown in the Active Directory Domain Command Results
section of the page.

Once the SC(s) leave the domain, CIFS User authentications through the Active Directory
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server will fail.
This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Submit— The Submit button submits all of the settings in the NAS Server User
Authentication Configuration fields to their configured values. If the values are accepted, they
are committed to the SC DB.

The changes will apply to both SC's in a cluster configuration and to all Scale Out nodes in a
SO configuration.

Test Domain— The Test Domain button is used to test the ability of the SC(s) to command
the Windows Active Directory domain controller.

The correct User ID and Password for an administrative account for the ADS server must be
provided, or have been provided previously.

The command will be performed on both SC's in a cluster configuration, and to all Scale Out
nodes in a SO configuration.

The results of the command are shown in the Active Directory Domain Command Results
section of the page.

This field is only shown when the CIFS User Authentication Mode is set to ACTIVE
DIRECTORY.

Undo— The Undo button is used to undo any changes to the NAS Server User Authentication
Configuration fields, restoring them to their previously committed values.

2.7.25 DNS Server

The Storage Concentrator (SC) provides a Domain Name Service (DNS) Server that can be
used by clients to access the SC by a DNS name instead of directly by an IP address.

For iSCSI clients, using DNS names instead of IP addresses can be convenient. For DNS
clients, DNS name use is more important, as they tend to be greater in number, and are often
general purpose systems.

For Scale Out NAS, the client use of DNS instead of direct IP address is recommended as it
provides a way for the NAS client load to be distributed amongst the many Scale Out SC's.

In both clustered SC's, and Scale Out SC configurations, the DNS Server name to address
records are synchronized so that all of the SC's return the same name look-up responses.

There are two ways that the SC DNS Server can be used.

It can be configured to be a sub-domain of an existing corporate DNS server. The corporate
DNS would then refer or forward requests to the SC DNS Server, serving all other requests
itself. The advantages here are that the existing clients to not need to update their DNS
server IP addresses, and the DNS look-up load is kept off the SC systems.

To configure the use of the SC DNS Server to be downstream from the corporate DNS server,
the corporate DNS server should be configured to forward to an SC an SC specific DNS sub-
domain, or a defined set of names that are also known to the SC DNS Server. In this case,
the SC DNS Server configuration settings Primary and Secondary Upstream DNS Server IP
settings should be left blank. Always configure both a primary and secondary DNS IP
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addresses on the corporate DNS server pointing to two different SC's in the deployment, so
that if one is down, the other can still provide DNS service.

The second way to use the SC DNS Server is for it to be the main DNS server that clients
point to for their DNS services, and the SC DNS Server itself forward non-SC related name
look-up requests to a corporate DNS Server. In this case, both the Primary and Secondary
Upstream DNS Server IP address settings must be set, and point to the primary and
secondary corporate DNS Servers. The SC DNS Server caches results from the upstream
server to lessen the load and improve response.

The SC client’s use of DNS instead of direct IP addresses is entirely optional, even in Scale
Out NAS configurations. A configuration may not have enough clients to bother with DNS, or
may choose to statically assign clients to Scale Out SC's instead of relying on their dynamic
distribution. Alternatively, an existing corporate DNS could be populated with SC names and
IP addresses by its administrator.

Note: Currently, SC SAN MPath network interface addresses are not supported; there is no
way to assign unique DNS names for them.
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General iSNS Auto Save Restore FailOver Licensing Monitoring NAS Server DNS Server
DN Server Names

DNS Domain Name: nasiablocal
Management LAN DNS Name

iSCSI SAN DNS Name

NAS SAN DNS Name sc-nas-san
NAS LAN DNS Name sc-nas-lan
Primary Upstream DNS Server IP
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X X

Management LAN IP 10.10.63 60

iSCSI SANIP

NAS SANIP 10.10.60.235 10.10.60.60
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Figure 2-74 DNS Server screen

2.7.25.1 DNS Server Fields

DNS Domain Name — The DNS Domain Name is the suffix that will be added to all DNS host
short names to form a fully qualified DNS name, without the leading '.", e.g. "stonefly.com".

Management LAN DNS Name — The Management LAN DNS Name is the DNS form of the
System Name and maps to the SC Management IP address on the LAN network. This DNS
name is used to access the SC GUI.

The Management LAN DNS Name always uniquely addresses a single SC, and will map to a
single constant IP address.

The Management LAN DNS Name name cannot be changed on the DNS Server GUI page, but

ENG-114 V 8.0.2.x Copyright StoneFly, Inc. 2017 Page 130



Administrative Interface Storage Concentrator User Guide

it can be set on the System -> Admin -> General GUI page.

iSCSI SAN DNS Name — The iSCSI SAN DNS Name is the DNS name that iSCSI clients
should use to configure their iSCSI initiator client.

The iSCSI SAN DNS Name uniquely addresses a single SC, or a pair of SC's when they are
clustered.

NAS SAN DNS Name — The NAS SAN DNS Name is the DNS name that CIFS and NFS NAS
clients should use to access the SC's over the SAN network.

The NAS SAN DNS Name addresses all NAS Scale Out SCs, and would typically resolve to
multiple IP addresses. Note that clustered SC's that do not have a Cluster NAS Data IP Alias
defined on the System -> Admin -> FailOver -> Setup Cluster GUI page are not addressed by
this DNS name as there is no IP address assigned.

The NAS SAN DNS Name only appears when the NAS Volumes feature is licensed.

NAS LAN DNS Name — The NAS LAN DNS Name is the DNS name that CIFS and NFS NAS
clients should use to access the SC's over the LAN network.

The NAS SAN DNS Name addresses all NAS Scale Out SCs, and would typically resolve to
multiple IP addresses. Note that clustered SC's that do not have a Cluster NAS Management
IP Alias defined on the System -> Admin -> FailOver -> Setup Cluster GUI page are not
addressed by this DNS name as there is no IP address assigned.

The NAS LAN DNS Name only appears when the NAS Volumes feature is licensed.

Primary Upstream DNS Server IP — The Primary Upstream DNS Server IP address is the
first IP address that the SC DNS Server will use to forward a name look-up request that it
does not have knowledge of, and that is not already in its cache, to the upstream DNS server.

If the Upstream DNS Server IP addresses are not configured, name look-ups that cannot be
resolved will fail.

Secondary Upstream DNS Server IP — The Secondary Upstream DNS Server IP address is
the second IP address that the SC DNS Server will use to forward a name look-up request
that it does not have knowledge of, and that is not already in its cache, to the upstream DNS
server.

If the Upstream DNS Server IP addresses are not configured, name look-ups that cannot be
resolved will fail.

Management LAN IP — The Management LAN IP field shows the IP address that the
Management LAN DNS Name resolves to.

In SC cluster configurations, the Management LAN IP address should not be configured by
clients as their DNS server IP address as one of the SC cluster nodes may be down. Instead,
use one of the other IP addresses listed here.

iSCSI SAN IP — The iSCSI SAN IP field shows the IP address that the iISCSI SAN DNS Name
resolves to.

ENG-114 V 8.0.2.x Copyright StoneFly, Inc. 2017 Page 131



Administrative Interface Storage Concentrator User Guide

NAS SAN IP — The NAS SAN IP field shows the IP address that the NAS SAN DNS Name
resolves to. In a NAS Scale Out configuration, there will be multiple IP addresses listed here.

The NAS SAN IP field only appears when the NAS Volumes feature is licensed.

NAS LAN IP — The NAS LAN IP field shows the IP address that the NAS LAN DNS Name
resolves to. In a NAS Scale Out configuration, there will be multiple IP addresses listed here.

The NAS LAN IP field only appears when the NAS Volumes feature is licensed.

2.7.25.2 DNS Server Buttons

Default — Click to reset all of the DNS Server settings to their default values.
Undo — Click to revert to the last saved settings.

Submit — Click to commit changes made to the DNS Server configuration input fields.

Note that changes here made do not require an SC reboot to take effect -- they are
in effect immediately.
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2.8 Users

Adding, editing, deleting, and viewing user information is done through the users function.
There are two types of users on the Storage Concentrator system: an administrator and an
observer. The administrator of the Storage Concentrator system manages the setup of
hardware, the configuration of the storage management system, and the setup of users.

When logging in for the first time, the administrator can use the following: User ID:

stonefly. Password: stonefly. It is strongly recommended that the stonefly password
be changed at the initial configuration. It is also recommended that each system

administrator have an individual user ID and password. For more information on
creating users, see “"Adding Users”.

An observer can view system information only; he or she cannot make any changes.

There can be only one administrator logged into the interface at any time. There is no limit to
the number of simultaneous observer logins.

2.8.1 Adding Users

Each user should have a unique user ID and password.

To add a new user, follow these steps:

1 Log in with your user ID and password.

@ You must have the Administrative (All) privilege to be able to add users.

2 Click Users. The User Management Summary screen displays the current settings
for any existing users.

o= e e e o &5 ] - [EEs ]
User Management Help
Summary Detail Add User

Loginy Admin Delete User

demo m}

stonedly x

Save Changes

Figure 2-75 User Management, Summary screen

3 Click Add User. The Add New User screen appears.
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Figure 2-76 Add New User screen

4 In the Log In field, enter the user ID for the new user.
5 In the Administrative Level area, choose a user privilege for the new user:
Select Administrative (All) to give this user administrative privilege

Select Observer to give this user view-only privilege

6 In the Password field, enter a password for the new user.

The password cannot include the login name. The password must be between 6 and 15
characters long and one character must be a non-alpha character. However, StoneFly

validates only the first eight characters. Characters after 8 are ignored but supported
for user convenience.

In the Confirm Password field, retype the password for the new user.

Use Nested Menus: Select the radio button for Yes or No. The default is no.
Nested menus are only available on certain browsers that support style sheets, such

as Internet Explorer and Firefox. Nested menus allow faster menu-driven
navigation.

If your browser does not support nested menus, use the default setting of No.

9 Click Submit to add the new user information to the Storage Concentrator
database.

2.8.2 Editing Users

A user’s privilege level or password may need to be changed. Modifications to user
information can be made in the User Management Detail screen.
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To edit a user, follow these steps:

@ You must have administrative privileges to edit users.

1 Log in with your user ID and password.

2 Click Users. The User Management Summary screen appears and the current

settings for any existing users display.
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Figure 2-77 User Management, Summary screen

3 Click Detail.

4 Select the name of the user you want to edit from the Select User list. The User

Management Detail screen appears.
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Figure 2-78 User Management, Detail screen

5 Change any of the following information:
Log In: Changes the login name of this user
Administration Level: Changes this user’s privileges
Password: Changes this user’s password
Confirm Password: Confirms the password change

6 Click Submit to save your changes.
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Removing Users

To maintain system security, it is recommended that any user who should no longer have
access to the Storage Concentrator be removed from the system.

To remove a user, use the steps that follow:
@